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Preface

In its twenty-five-year history, the National Opinion Research
Center has conducted studies of the most critical issues facing the
American public—war, civil rights, education, religion, and medi-
cal care. Parallel to these interests, if less newsworthy, has been a
continuing concern with survey methodology. As gatherers of
social information, we recognize that improvements in data gath-
ering procedures must accompany increases in our stores of social
knowledge and in our theoretical understanding.

Past NORC methodological studies include Interviewing in So-
cial Research, a study of interviewer effect by Herbert Hyman and
the NORC staff published in 1954. In addition, the NORC inter-
viewing manual, Interviewing for NORC, has long been a standard
training manual for interviewers everywhere, as well as dozens of
articles in professional journals dealing with methodological
issues. : :

The present monograph follows in this methodological tradi-
tion. It describes NORC’s recent efforts to understand the survey
process better. The title does not completely describe the scope
of its chapters. While the research deals with techniques for re-
ducing survey costs, it also describes methods of getting more
information for the same budget, thus increasing the yield per
dollar spent. Underlying the entire project is the belief that a
detailed understanding of how surveys are conducted and costs
generated must ultimately lead to better cost control and reduced
costs. » . ‘

Three different research approaches are used in this monograph—
theory, cost analysis, and experimentation. In combination they
produce impressive findings. Thus, in the chapter on probability
sampling with quotas, a theoretical explanation of a quota sample
design is first offered, then detailed evidence in support of the
theory is derived from analysis of several NORC studies, and
finally further confirmation is given based on experimental
results. .
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Preface

As the author’s acknowledgments will indicate, this is a project
in which many of us at NORC participated. Of course, it would
not have been possible without the financial support of the Na-
tional Science Foundation under Research Grant 2-4402. By
recognizing the need for a detailed study of survey methods, the
National Science Foundation made it possible to build experi-
ments onto ongoing NORC studies and to uncover the valuable
cost information hidden in basic interviewer documents.

Several chapters of this monograph appeared in somewhat dif-
ferent versions in various professional journals. We acknowledge
with thanks permission to reprint granted by the Journal of the
American Statistical Association, the Journal of Marketing Re-
search, and the Public Opinion Quarterly.

Special mention should also be made of the information and
advice received from the Bureau of the Census and the Survey
Research Center at the University of Michigan. Several of the
experiments discussed are attempts to adapt for the more typical
survey organization the procedures used on a far larger scale by
the Census Bureau.

Considering the millions spent annually on surveys for com-
mercial reasons, the amount of methodological information pub-
lished is sparse. This may indicate a lack of research activity, but
it is far more likely that much research on methods is never pub-
lished for fear of revealing trade secrets or because the authors
are unduly modest about the value of their methods. Hopefully,
one of the serendipitous effects of this monograph will be to stim-
ulate new methodological research and the publishing of results.

PETER H. ROSSI

Director

National Opinion Research Center
March, 1967
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1
Introduction

The cost of conducting sample surveys has risen sharply in re-
cent years, even though-the number of surveys has increased even
more rapidly. The National Science Foundation, recognizing the
increased use of sample surveys, but also recognizing the increas-
ing concern with rising costs, recently awarded the National Opin-
ion Research Center a grant to study techniques for reducing the
costs of survey research without materially affecting quality.

The results of the research on reducing survey costs are pre-
sented in this monograph. No single grand scheme for reducing
costs is presented. Rather, each area of survey research methodo-
logy is examined separately. The reader will note that the research
falls into five areas, dealing with sampling procedures, field tech-
niques, interviewers, processing, and 'scheduling.

Some chapters deal with procedures for reducing costs. Others
discuss methods for obtaining more information for the same
money-—another way of reducing the cost-value ratio. In addition
to the methodological experiments, the book presents detailed
cost analyses of many NORC studies.

It is always useful to specify the intended audience for a book.
This work is directed to professional researchers who are familiar
with basic survey techniques. It is not intended as a text in survey
research methodology, and for this reason the balance of the sec-
tions by no means reflects the importance of the various parts of
survey methodology. The sequence of the presentation is intended
to reflect the chronological development of a survey, from its
inception and the selection of procedures, through its implementa-
tion and to its completion and analysis.

Thus, Chapters 2 and.3 deal with sampling procedures Chapter
2 shows that quota sampling—once the standard method of sam-
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pling but later discarded for strict area probability sampling—can
be justified on theoretical and empirical grounds in certain situ-
ations. On the basis of detailed cost analyses, interviewing costs
of a tightly controlled quota sample are shown to be only slightly
less than the costs of a probability sample with call-backs, but the
speed with which such a sample can be fielded will often make
quota sampling useful. Chapter 3 describes the usefulness of
obtaining advance information about the characteristics of re-
spondents for use in future sampling. When a large population is
being screened to obtain a sample of a relatively uncommon
group, such as participants in an adult education program or vic-
tims of a crime, four-fifths of the sample may be ineligible. If a
few key bits of information are obtained from these respondents, -
they may be interviewed on a later study. Thus, NORC's study

of effects of parochial school education (Greeley and Rossi, 1966)
utilized a sample of Catholics who had been located in the adult
education survey. This chapter also discusses the problems due to
families moving, and some techniques for locating such families.

Chapters ‘4 and 5 discuss field technique procedures, both in
terms of increasing survey yield and of reducing interviewer travel
costs. Chapter 4 describes a leave-and-pick-up procedure which,
in combination with a personal interview, yields very high cooper- -
ation rates at costs substantially less than personal interviewing.
Since differences between personal interviews and self-administered
questionnaires are a possible source of difficulty with this method,
these differences are also discussed. Chapter 5 discusses several
different uses of the telephone to reduce interviewing costs. In
many cases this cost reduction may also be connected with an in-
crease in the quality of interviewing. There is a description of four
successful NORC methodological experiments. In the first pair,
the telephone was used to make appointments and to reduce
wasted travel time. In the other two, interviews were conducted by
phone with hard-to-reach respondents In all experiments, there
were substantial cost savings.

Chapters 6, 7, and 8—the longest section of the monograph—
deal with the most important workers on a survey—the survey
interviewers. In the past, short-lived efforts have been made to
improve the efficiency of interviewers. The results of this section
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suggest that the prime methods for reducing interviewing costs are
the better selection of interviewers and the establishment of cost
standards rather than efforts to manipulate the work schedules.

Chapter 6, which contains a detailed cost and time analysis of
interviewing based on a dozen different surveys, shows that only
about one-third of an interviewer’s time is spent on her main
task—interviewing. In this chapter, unlike most of the others, re-
sults are available from other survey organizations and are com-
pared to the NORC resuits. Since interviewers are paid in a unique
way, comparisons are made between interviewers and social
workers, salesmen, and public health nurses. Although salesmen
generally work on commission and social workers on an annual
salary, the surprising results presented in this chapter show that
the time allocation of these three groups is remarkably similar.
Only public health nurses spend substantially more of their time
in their chief function, leading one to suspect that job tensions
may be responsible for the remaining time being spent in non-
tension producing functions such as travel and clerical activities.
If this is so, then fiddling with the hours an interviewer works
would be unlikely to increase the amount of time she spends
interviewing. : _ ‘

Chapter 7 deals with a new procedure for paying interviewers,
based on the establishment of standards for the various parts of
the interviewing function. The effort here is not to reduce costs
of all interviewers, but to identify those interviewers who are
least efficient and some who may be cheating. The standards dis-
cussed are based on NORC cost analyses and are similar to stan-
dards developed by the Bureau of the Census for the Current
Population Survey. A successful methodological experiment in
which interviewers were paid by formula is also described.

Chapter 8 also utilizes the results of Chapter 7. Interviewers
are characterized as being above or below standard costs for
eleven NORC studies. They are also rated by the quality of their
interviewing as determined by the number of errors discovered in
a sample of their completed interviews. The rating method used is
described in detail. Then cost and quality behavior are cross-
classified with other characteristics of the interviewer obtained
from an interviewer questionnaire. Finally, length of employment
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is cross-classified with the characteristics from the questionnaire.
High education and intelligence, high need achievement, and en-
joyment of outdoor activities characterize high quality, low cost
interviewers. Enthusiasm for interviewing, on the other hand,
appears to be related to high cost and low quality. Career orien-
tation variables are related both to high quality and high cost.
Family responsibility is related to low cost interviewers, but
negatively related to longevity. None of the characteristics; how-
ever, are very useful for predicting longevity.

The next two chapters turn from interviewing to processing of
results, Chapter 9 describes the use of computers in coding free
response answers. The process uses a computer coding system
called the General Inquirer, which has been used before in social
research but never in this way. Based on the evidence of a single
study, it is possible to develop a method that is as accurate as
human coding and which, if used enough to offset the high set-up
costs, is cheaper than manual methods. The major advantage of
the technique, however, is the increased flexibility given the study
director to analyze his results. Since the total response is key-
punched and put on a computer tape reel, coding categories can
be revised at any time, as new ideas occur or new results become
available. V

Chapter 10 presents the results of a methodological experiment
on the use of optical scanners. A low cost [BM scanner primarily
used for grading of examinations was found to be adaptable to

“survey research questionnaires. The speed and error rates of this
procedure compare favorably to traditional keypunching meth-
ods. Optical scanners will probably be even more useful in survey
research as the hardware improves and becomes more flexible.

Clearly the most important part of a survey is the analysis of
results. This part of a survey is also the most difficult to analyze
from a cost reduction viewpoint. The widely different personalities
and work habits of study directors make generalizations in this
area treacherous, and none are made here. Instead, the final
chapter deals with the flow of a study. Observations made at
NORC and other survey organizations suggest that one of the
most expensive parts of any study are the times when the study
director of that study is doing nothing because of unrealistic
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scheduling. While sometimes these delays are unavoidable, they
are frequently due to impossible expectations about how quickly
a study can be fielded and processed.

The reader now has a brief outline of the book. Hopefully, the
monograph will inspire other survey organizations to attempt ex-
periments similar to those described here or will stimulate new
ideas. Since NORC is only a single survey organization and may
differ in many unknown ways from other survey organizations,
some of the successes reported here may not be reproducible.
Nevertheless, we believe that continuing methodological research
is vital, and we invite our readers to join with us in the search for
and the publishing of better and cheaper ways of doing survey
research. - :
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Probabil lity
Samphng
with
Quotas

INTRODUCTION

Two decades ago, when the advocates of probability sampling
met and defeated the defenders of quota sampling, the doctrine
became established that there was an unbridgeable gulf between
the two methods. While it was conceded that quota samples were
cheaper, most sampling statisticians had no doubts that quota
samples were far less accurate than probablhty samples and that,
even worse, there was no way to measure the accuracy of a quota
sample.’ '

*An illustration of the typical view held by sampling statisticians is given in
Hansen, Hurwitz, and Madow (1953, Volume [, p. 71): “The so-called ‘quota
controlled’ sampling method, which has been widely used, is essentially a sample
of convenience but with certain controls imposed that are intended to avoid some
of the more serious biases involved in taking those most conveniently available.

. The restrictions imposed on the convenience of the interviewer by this
method may possibly considerably reduce the biases. However, they may also be
completely ineffective. What is worse, there is no way to determine the biases
except by a sample properly drawn and executed.”

In William Cochran (1953, p. 105), a similar, but slightly more favorable view
is taken of quota sampling: *“Another method that is used in this situation [strati-
fied sampling where the strata cannot be identified in advance] is to decide in
advance the n, that are wanted from each stratum and to instruct the enumerator
to continue sampling until the necessary ‘quota’ has been obtained in each
stratum. If the enumerator initially chooses units at random, rejecting those that
are not needed, this method is equivalent to stratified random sampling. . . . As
this method is used in practice by a number of agencies, the enumerator does not
select units at randem. Instead, he takes advantage of any information which
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This remains the general view today, although Stephan and
McCarthy (1958, pp. 211-34) have given a justification of the
measurement of sampling variability for -quota samples. Mean-
while, there has been a major change in quota sampling methods,
particularly since the failure of the polls in 1948 (Perry, 1960).
The major change has been the establishment of tight geographi-
cal controls that the interviewer must follow. That is, in her
search to fill her quotas, the interviewer follows a specified travel
pattern, visiting predesignated “households. While. this quota
procedure is now widely used and has produced meaningful data,
no one has yet had the audacity to justify it on theoretical grounds.

It is the heretical intent of this chapter to attempt a rationaliza-
tion of this procedure, which indicates that it is very close to
traditional probability sampling. To differentiate it from older
quota sampling methods that do not specify a travel pattern, the
procedure will be referred to as “probability sampling with
quotas.” This procedure is not unbiased, but typically the bias is
small. On the other hand, a careful cost analysis indicates that
differences in direct interviewer costs between probability sam-
pling with call-backs and probability sampling with quotas is- also
small. The major advantage of this new procedure may well be the

enables the quota to be filled quickly (such as that rich people seldom live in
slums). The object is to gain the benefits of stratification without the high field
costs that might be incurred in an attempt to select units at random. Varying
amounts of latitude are permitted to the enumerators. . . . Sampling theory
cannot be applied to quota methods which contain no element of probability
sampling. Information about the precision of such methods is obtained only when
a comparison is possible with a census or with another sample for which confi-
dence limits can be computed.”

According to W. Edwards Deming (1960, p. 31): “There is another kind of
judgment sample called a quota sample. The instructions in a quota sample ask
the interviewers to talk to a specified number of people of each sex and age,
perhaps by section of the city, perhaps by economic level. The report of the
results usually boasts of good agreement between the sample and the census in
respect to the classes specified, but what does this mean? It means that the inter-
viewers reported what they were supposed to report concerning these classes; it
proves little or nothing wnh respect to the accuracy of the data that constitute
the purpose of the study. . . . There is no way to compare the cost of a probabil-
ity sample with the cost of a— judgment sample, because the two types of sample
are used for different purpoSes Cost has no meaning without a measure of quality,
and there is no way to appraise objectlvcly the quality of a judgment samplc as
there is with a probability sample.” ‘
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speed with which interviewing can be completed. Thus, when
speed is critical to obtain immediate public reaction to a crisis
such as the Kennedy assassination, probability sampling with
quotas can be most useful. The National Opinion Research Center
completed the field work on a national study of public reactions
to the President’s assassination in about ten days, using a proba-
bility sample with quotas. Quota studies with less urgency are
finished in two or three weeks. On the other hand, regular proba-
bility samples usually take six weeks or longer.

The next section of this chapter describes the theoretical foun-
dation of the argument. The following two sections present
empirical data from various NORC studies that confirm the
theory. The fifth section discusses procedures for computing
sampling errors, and the sixth section discusses the costs of
sampling with call-backs and quotas. The final section. compares
the results of three almost identical studies, two of which were
done with call-backs and one with quotas,

ASSUMPTIONS UNDERLYING PROBABILITY SAMPLING

WITH QUOTAS

In probability sampling with call-backs, the interviewer is
given a specific household or individual to be interviewed. If the
individual is not available on the first call, repeated call-backs are
made until the interview is obtained or the respondent refuses to
grant an interview.

In probability sampling with quotas, the basic assumption
made is that it is possible to divide the respondents into strata in
which the probability of being availabie for interviewing is known
and is the same for all individuals within the stratum, although
varying between strata. Any respondent’s probability of being
interviewed is the product of his initial selection probability times
his probability of being available for interviewing. While these
probabilities will not be identical for ail respondents, they are
known, and the sample is therefore a probability sample. There is
an implicit assumption that an interviewer in a sample segment
follows the same time pattern over repeated surveys and that the
respondent has a pattern of avdilability depending on certain
characteristics.
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The quotas then used must clearly be associated with the prob-
ability of being available for interviewing. Essentially, the quotas
should be based on the reciprocals of the probabilities of availa-
bility. If the probability of the individuals in Stratum A being
available is twice as large as the probability of individuals in
Stratum B, then the sampling rate for Stratum A should be one-
half that for Stratum B.

In the usual situation, quotas are set for a given stratum based
on the sampling rate and universe estimates of the size of the
stratum. These quotas are normally determined for the smallest
geographic area for which information is available. Thus, in
metropolitan areas, census tract information is used, while in non-
tracted areas the quotas are based on the characteristics of the
locality or of the rural portion of the county. This method intro-
duces the possibility of error because of inadequate universe
estimates, but generally it is almost like the method that uses
sampling rates directly.

This procedure is wasteful from a sampling viewpoint, since
households.with no one at home are skipped as well as households
where the respondent is not available for interviewing at the time
the interviewer calls, or househoids with respondents who do not
fit the quota. The field cost savings, however, considerably exceed
the increase in internal sampling costs.

Probability sampling with quotas has been used primarily for
sampling of individual respondents. Where household behavior or
opinions are wanted it would be possible to use the same proce-
dure, but since size of household is highly correlated with availa-
bility it would be necessary to make it a major quota control.
Since any knowledgeable adult is acceptable as the respondent in
a household survey, probability sampling with call-backs of
households is less costly than sampling of designated respondents
in households, Generaily, cost and time savings of probability
samples with quotas of households wiil not be great enough to
make this method very useful considering the possible biases.

The rationalization of probability sampling with quotas de-
pends on a major assumption, while probability sampling with
call-backs does not require this assumption. Fortunately, there is
strong evidence to be presented in the next section that this as- -
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sumption is almost true for the kinds of surveys generally con-
ducted in the United States. To the extent that the assumption is
“not true, small biases are introduced, but the method still remains
a probability sample.

Even in the usual probability sample with call-backs, biases
exist due to non-cooperators. These same biases exist in proba-
bility sampling with quotas. We have not observed any major
difference in the overall cooperation rates achieved by interview-
ers on probability samples with call-backs as compared to proba-
bility samples with quotas. These cooperation rates depend on
both respondents and interviewers. Since respondents cannot be
aware of the type of sampling, any difference would have to be
due to the fact that the interviewer did not try as hard to convert
a refusal into a cooperator. At least with NORC interviewers who
do both types of interviews, there is no evidence that this is
occurring, : )

It may be useful for the reader to compare the rationale for
samples described above with the Politz-Simmons weighting meth-
od sometimes used to adjust for not-at-home bias (Politz and
Simmons, 1949). In this procedure no call-backs are made and no
quotas are used. Typically, the respondent is asked whether or not
he was home on the preceding five nights, and his answers to this
question determine the weight that he receives. Thus a respondent
who had been at home all nights would get a weight of 1, while
a respondent who had not been home on any of the preceding five
nights would get a weight of 6, since only one-sixth of respondents
of this type would be found at home on a random night.

The Politz-Simmons weighting has three disadvantages. First,
the weighting depends on the respondent’s memory of how he
spent the last five nights, and, in general, respondents will tend to
overstate their availability. Second, the use of weights increases
the sampling variability substantially. Finally, the weighting
method introduces the need for careful controls when the data
are processed to insure that the weighting is done properly. It is
my impression that not very many surveys currently use the
Politz-Simmons weighting procedure because of these difficulties.

If one were willing to accept the answer to the at-home question
as being reliable and did not worry about the cost of weighting,
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then it would be possible to develop a combined sampling method
that used probability sampling with quotas to keep sampling
variability low, and used the answer to the at-home question to
eliminate remaining sample biases.

RESPONDENT CHARACTERISTICS RELATED TO

AVAILABILITY FOR INTERVIEWING

How does one go about establishing strata within which indi-
viduals have the same probability of being available for inter-
viewing, and how are these strata tested for homogeneity? Since
direct data are unavailable, one must use past experience on
probability samples. Many earlier studies have shown that women
are generally more readily available for interviewing than are
men. Primarily, this is due to the fact that more men than women
are employed. When one imposes the additional control of em-
ployment status, one sees a substantial difference between em-
ployed and unemployed women, but the difference between men
and women shrinks. In addition, age of men is of some impor-
tance. Thus, NORC developed a four-stratum system for its
probability sample with quotas, comprising men under thirty,
men thirty and over, unemployed women, and employed women.

Another major factor determining availability is the size of the
community in which the respondent lives. The basic probability
sample design, which is a multi-stage sample drawn with proba-
bilities proportionate to size of the block or enumeration district,
controls for this. No claim is made that the four strata are opti-
mum. NORC plans additional research to find characteristics that
may be more highly correlated with availability. One can certainly
make the strata more homogeneous by splitting off additionai
strata from those that already exist, but this makes the search
procedure more costly. Under some circumstances it becomes
cheaper to make call-backs than to continue the search for a
respondent with rare characteristics.

Tables 2.1 through 2.4 present in summary form the relation-
ship between characteristics and availability for interviewing.
While these results may also be valuable in planning new sample
surveys, they are primarily presented to show that the NORC
strata are reasonable, if not optimum. Table 2.1 presents the



Table 2.1 Average Calls Required To Complete an Interview on Various Probability with Call-back Samples

Sample Resp:r':ldents  Males Under 30 30+ Females Employed Unemployed
NORC:
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Madison 2.0(1:029) 22 452 g G711
(743) < (313) (430)

sdaaimg [o 1507 ay1 Sutonpayy

*SMA is a Standard Metropolitan Area.

Tl



13
Probability Sampling with Quotas

average calls required to complete an interview by age, sex, and
employment status for a typical NORC, probability with call-back
sample, and several other samples for which data are available.

The results obtained by NORC interviewers agree reasonably
well with other published data on the number of calls required
to complete an interview. Durbin and Stuart’s data, when recom-
puted to put them into the format of Table 2.1, show the same
relationship between availability of men, employed women, and
unemployed women (1954, pp. 395-97). Mayer presents separate
tables of availability by size of community and sex, and a cross-
classification of these variables with first calls (1964, pp. 19-33).
His results are also in agreement with the NORC and British re-
sults. Two local studies in Madison and Elmira are also in general
agreement with the other studies (Lowe and McCormick, 1953;.
Williams, 1950).

For a better understanding of probability samples with quotas,
however, it is also useful to consider the probability of com-
pleting an interview on the first call as well as the average number
of calls required. There is a very substantial increase in the proba-
bility of finding a respondent after the first call. Thus, using
average calls required over-estimates the probability of a respon-
dent being available on a probability sample with quotas. Table
2.2 shows these first-call probabilities for the NORC study and
the other surveys of Table 2.1. Naturally, these results are some-
what more variable since they utilize only a fraction of the data,
but they show exactly the same relationships.

If household information is required, it is not necessary to
specify which individual in the household should furnish it. Gen-
erally, any knowledgeable adult would be qualified. While this
does not bias a probability sample, it could cause a substantial
blas in a probability sample with quotas since, as indicated in
Table 2.3 and as one would expect, larger families would be more
likely to be found at home than would smalier ones. For this
reason, any such sample of households would clearly need to con-
trol for household size.

Table 2.4 gives the probabilities of completing a call by num-
ber of calls for four NORC studies and compares these results to
those at the Survey Research Center (Mayer, 1964, p. 24). Typi-



Table 2.2 Probability of Completing Interview on First Call by Age, Sex, and Employment Stdtus with Call-back
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Table 2.3 Probability of Completing Interview with Any Household Member on First Call by Size of
Household with Call-back Samples

Household Size
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cally there is a substantial rise from the first to the second call
and then a leveling-off on subsequent calls. This is true for the
first two NORC studies and for the SRC data.

Tne third NORC study shown in Table 2.4 is an example of a
survey where a screening call was made first and an interview then
conducted with a special subsample of those screened. In that
case, the interviewer has already obtained information from some-
one in the household, and her probability of completing a call is
greatest on the first call. Looking at Table 2.8, one can see that
the costs for this study are the lowest of the four studies presented.
As an aside, another NORC experiment discovered that substan-
tial reductions in travel costs were achieved when interviewers
phoned for appointments before going to the segment,

The final NORC study was the short screening questionnaire
which was the prelude to the survey described in the previous
paragraph. Here, the interviewer was permitted to interview any
adult in the household instead of a specified family member.
Again the probability of completing an interview is greatest on the
first call and drops slightly on the second and subsequent calls.

Table 2.4 Probability of Completing Call on Various Surveys by
Number of Calls with Call-back Samples

Sample N 1 2 3 4 5
National Opinion Research .
Center 1 2,21} 36 66 .56 .54 .50
National Opinion Research .
Center 2 V 2,866 427 44 52 A48 48
National Opinion Research
Center 3 5,083 77 53 .53 .39 49
National Opinion Research
Center 4* 12,441 .59 50 46 47 47
Largest SMA’s 3,035 48 40 37 .40 41
Other SMA's 4,873 58 51 A48 .50 49
Non-metro 4,53% 67 58 .56 57 .60
SRC—Total 34 39 41 .39 A3
Large metro 22 .30 32 36 .42
Other'urban 35 41 45 0 42 A5
Rural 43 A9 .50 40 -

“Interview with any household member.
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TESTING FOR HOMOGENEITY

Having selected these strata, or some other grouping, one must
then test for homogeneity for probability samples with quotas.
For this purpose it seems reasonable to use the geometric distri-
bution as the theoretical distribution to which our empirical dis-
tributions are compared.

Assume that the interviewer for a probablllty sample with
quotas is conducting a random search and that her probability of
completing an interview at any random household is equal to the
probability of completing an interview on the first call for a
probability sample with call-backs in the same area. Let us pause
for a moment to examine these two assumptions. While it is clear
that the interviewer is not actually searching at random, the es-
tablishment of quotas makes it necessary for her to interview not
only during the day, but also in the evening and on weekends so
that her searching times approximate a random procedure. The
second assumption is realistic since the same interviewers conduct
both types of samples in their areas, and generally have the same
time periods available for interviewing.

Using these assumptions, the number of calls required to com-
plete an interview for probability samples with quota is a random -
variable which has the geometric distribution (a special case of
the negative binomial or Pascal). The expected mean and variance
of this distribution are known to be:- '

E(X) = 1/p; Variance (X) = q/p°
(See Feller, 1950, pp. 174, 217-18.)

The fit of this model to actual interviewing behavior can be
seen in Tables 2.5 and 2.6. The first of these, Table 2.5, compares
the means obtained on actual probability samples with quotas
with the expected values obtained from the reciprocal of the
probabilities of being home on the first call which were given in
Table 2.2, and which are based on call-back samples. The actual
means and expected means are generally in close agreement,
which lends substantial credibility to the model.

It may be useful in considering these results to keep in mind
how they were obtained. For NORC probability samples with
quotas a detailed listing sheet is kept by all interviewers. This
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Table 2.5 Actual and Expected DU® Approaches Required To Complete Interview for NORC Probability A
Sample with Quotas’ S
Sample Al Males Under 30 30+ Females Employed Unemployed <
P Respondents ' ’ ploy play L
S
Ali places: \im
Actual X o 3.6 38 3.6 39 37 44 34 [
Expected X 3.6 4.3 4.2 4.5 3.2 5.3 2.5
N (19i6) (519} (171 (748) (997 (338) (659)
10 Largest SMA's: ;
Actual X 5.8 5.6 5.6 3.5 6.0 7.0 C 53
Expected X 5.3 5.6 38 7.1 5.0 10,0 ' 37
N {4803 (230 (36) (194) (2509 (96} {154)
Other SMA's:
Actual X 34 38 3.9 38 34 3.6 33
Expectedx . 38 4.8 33 5.6 33 6.3 24
N {763) {359y 7y (286) (404) (152) {252
Non-metropolitan
counties. ’
Actnal X 2.5 2.5 2.0 2.7 2.5 29 23
ExpectedX 29 35 - 3.2 25 33 22
N 673 {330y (62) (268) (343 (903 (250

“ DU is the Dwelling Unit.
® Attunt values derived frem MORC probability samplos with quotas. Expected values are reciprocals of valves in Table 2.2 which are based on NORC <oll-back samples,
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sheet shows every house visited, and the results obtained. While
vacant dwelling units and commercial establishments are listed,
they were not included in the counts, nor were households that
had no respondent who fitted the quota. It should be noted that
quota refusals are included, since generally these were not final
refusals but rather respondents who were unavailable for inter-
viewing at the time the interviewer called. The expected proba-
bilities from the call-back samples are based on completed cases
and do not account for hard-core refusals, or vacant or commer-
cial units.

Table 2.6 compares the actual and expected variances for the
probability sample with quotas. Since, unfortunately, the expected
variances are sensitive to small changes in the mean, they are
based on the combined means of both the samples in Table 2.5.
For example, consider males under thirty in the ten largest
SMA’s. If the actual value of Table 2.5 is used, p = 1/5.6 = .18
and expected o* = (1—p)/p* = 22.2. If the expected value is used
based on call-backs, p = .26 and ¢* = 10.9. Combining these esti-
mates gives p a value of .213 and o = 17.4, which is the value
shown in the table. The comparisons show close agreement for
employed females and men over thirty everywhere, and generally
good agreement for all groups in the non-metropolitan counties.
Men under thirty and unemployed women have higher than ex-
pected variances in metropolitan areas.

While this is probably a weak test, the ratios in a few of the
cells of Table 2.6 clearly suggest that there are biases still remain--
ing in the groups with the higher than expected variances, but they
do not insure the absence of biases in the other cells. That is, it is
possible that some groups within a stratum have a substantially
higher or lower probability of being found at home than the aver-
age for that stratum, and due to the large variance of the estimate
of the variance of the mean, this cannot be detected. '

It is possible to make some estimates of the maximum magni-
tude of the bias in the final results based on the data shown in
Table 2.6. Suppose that each stratum ‘is not homogeneous, but
consists of two equal-sized substrata which are homogeneous
within themselves. (It can be shown that the bias is maximized
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Table 2.6 Actual and Expected Variance of DU Approaches Required To Complete Interview for NORC
Probability Sample with Quotas*
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Sample Resp:r:iienis Males Under 30 30+ Females Employed Unemployed
All places:
Actual * 24.4 : 22.9 23.2 228 25.8 329 : 21.9
Estimated o* 10.6 124 11.3 13.4 8.5 18.7 5.8
Ratio 2.3 1.8 2.1 1.7 3.0 1.8 38
10 largest SMA N
Actual ¢* : 57.4 454 50.3 43.9 71.2 76.9 62.8
Expected o* 253 25.8 7.4 334 24.8 63.8 15.8
Ratio 2.3 1.8 2.9. 1.3 29 . 1.2 40
Other SMA’s: ' .,
Actual o* 16.3 20.4 23.3 19.7 12.5 145 11.4
Expected o 94 - 14.2 9.4 174 ) 7.9 19.6 53
Ratio 3 1.7 14 2.5 11 1.6 0.7 2.2
Non-metropolitan :
counties:
Actual ¢* 5.6 6.2 2.0 7.2 5.0 7.0 4.2
Expected ¢* 4.6 6.3 2.0 58 38 6.5 2.8
Ratio - 1.2 . 1.0 . 1.0 1.2 1.3 1.1 1.5

* Actval values derived from NORC probability samples with guotas. Expected valuet are (1 —p)/p°. where p is the recipracal of the average of the actual and expected values given
in Table 2.5, and is bosed an both queta and call-back samples. .
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with two equal-sized substrata. rather than with a Iarger number
of strata or unequal-sized strata.)

The estimated means of the substrata are shown in Table 2.7.
These values are derived from the formula:

Y ¢ g /1 1\
i) )
2\p®  p’ 4\pr  pe

Using the values for the observed variances from Table 2.6, the
values for p; and p, can be easily derived. The bias in the estimate
also depends on differential behavior between the two substrata.
If the proportion of Substratum 1 with a given characteristic is R
and the proportion of Substratum 2 with the characteristic is a R,
then the bias in the stratum estimate is: '

D — Pz@ -1
D1+ pa\e + 1/

While o will not generally be known, past experience would
suggest that it would normally be about 1.5 or less, although it
might be as high as 2 or 3. Table 2.7 also shows estimated biases
for each stratum for « values of 1.3, 1.5, 2, and 3. It can be seen
that the overall estimates of bias for an estimate range from 3
per cent to 12 per cent. These estimates do, of course, depend on
the estimates of Table 2.6 as well as the estimates of « and so are
subject to large error, particularly in the individual strata. Never-
theless, Table 2.7 indicates that, typically, differences between
call-back and quota samples will not exceed 8 per cent and that
most differences will be of the order of 3 to 5 per cent. Empirical
verification of this is given in the final section of this chapter and
in Table 2.10.

In summary, this section has presented empirical results that
support the reasonableness of treating sampling with quotas as a
form of probability sampling. The agreement in Table 2.5 between
the number of dwelling unit approaches on a probability sample
with quotas and the reciprocal of the probability of completing
an interview on the first call for probability sampling with call-
backs strongly supports the notion that these two kmds of sam-
pling methods have much in common.

The results of Tables 2.6 and 2.7, however, indicate that some
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Table 2.7 Estimated Biases in Quota Sample Results When Strata Consist of Two Substrata
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) . Pmb? bility of . Estimated Per Cent
Stratum Completing Interview L.
. Bias in Results
on First Call
Total Subst]ratum ‘Substzrotum o =13 o« =15 o= 2 o = 3

10 Largest SMA's: .

Men under 30 22 . A1 .33 9.4 10.0 16.7 25.0

Men over 30 .16 A2 .30 4.7 5.0 83 i2.5

Women employed 13 .09 17 58 6.2 10.3 15.5

Women unemployed - 23 .10 36 107 - 1l1.4 19.0 28.5
Other SMA's: .

Men under 30 28 .16 40 B.1 8.6 14.3 21.5

Men over 30 22 A7 27 43 4.6 : 1.7 - 1L

Women empioyed 22 - 22 22 0 0 0 0

Women unemployed © 36 21 51 4.9 52 8.7 13.0
Non-metropolitan counties:

Men under 30 .50 .50 .50 0 0 0 0

Men over 30 34 27 41 3.9 42 70 10.5

Women employed A2 il 34 il 1.2 20 .30

Women unemployed 44 : X .55 4.7 5.0 8.3 12.5
All strata : - - - 32 49 8.2 12.3
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biases still exist in the probability sample with quotas, at least for
the strata considered. That is, within some of the strata there are
probably individuals belonging to substrata whose probabilities of
being available for interviewing differ from the stratum mean. If
there were no considerations of time or cost there would never be
a reason not to use call-backs instead of quotas. When time and
cost factors are considered to be more important than the biases
(generally small) introduced by the use of sampling with quotas,
this method becomes preferable.

SAMPLING VARIABILITY OF PROBABILITY SAMPLES

WITH QUOTAS

There are no basic differences between methods for computing
sampling errors for probability samples with quotas and the usual
sample error computations. Of course, the naive use of simple
random sampling error formulas for complex national samples is
never appropriate for either quota or call-back samples.

Since stratification of samples of individuals generally does not
significantly reduce sampling variability, the major difference be-
tween complex and simple samples is due to clustering. A proba-
bility sample with quotas is a cluster sample and will have about
the same variability as a similar cluster sample with call-backs. .

Direct methods of computing variances of complex samples are
tedious, and almost all statisticians currently use short-cut proce-
dures. These are very well described by Kish (1965) and Hansen,
Hurwitz, and Madow (1953) and need not be repeated here. The
suggested procedure of Stephan and McCarthy (1958, Chapter 10)
is one of several possible appropriate methods. Thes¢ procedures
do not measure uncertainty about biases or rcsponse errors, and
$0 are minimum estimates of error.

COSTS OF PROBABILITY SAMPLES WITH CALL-BACKS

AND WITH QUOTAS

The chief argument made for the old quota samples was that
they were cheap. The costs of probability sampling with quotas
are still less than the costs of sampling with call-backs, but the
differences are much narrower. This section compares the costs of
various NORC probability call-back and quota samples, and indi-



24 .
Reducing the Cost of Surveys

cates that a substantial portion of the cost differential between
them is due not to field activities but rather to other aspects of
the study unrelated to sampling.

Let us first compare the total costs of six NORC probability
call-back and four quota studies. It can be seen from Table 2.8
that call-back sample costs per case are typically three times as
high as the costs per case of quota samples; the probability with
call-back samples have a median cost of about $52.00 per case as
- compared to a median of about $19.00 for probability samples
with quotas.

A brief examination of the table, however, reveals that a sub-
stantial part of this difference is due to differences in planning,
processing, and analysis between the two surveys. Almost always,
the planning and analysis of call-back samples is costlier, and
takes a larger part of the total cost of the study. It seems clear
that it is not the sample design that determines the cost of a study,
but rather the cost that determines the sample design.

To be more explicit, where survey results will receive very so-
phisticated analysis or when critical decisions will be based on
them, it will be worthwhile to pay a substantial cost to achieve
high standards of sampling, processing, and control. Thus, the
Census Bureau rightly has very high standards on their current
population surveys. On the other hand, many exploratory studies
do not require such high standards since the analysis may be more
limited and the questionnaire may itself be a major source of er-
ror. Here quota sampling would be justified.

On the other hand, the relationship goes both ways. One reason
why analysis costs are higher on call-back samples is that the
analysts spend-more time waiting for results to become available.
Very often the field data collection period is extended for several
weeks, which delays the processing for an additional time period.
While this waiting time may sometimes be useful in developing
codes and modes of analysis, it is frequently wasted.

If one looks only at total field costs, which inciude both direct
and supervisory costs, the ratio of the costs of probability samples
with call-backs to probability samples with quotas drops from
three:one to two:one. The median field cost per case for call-back



Table 2.8

Field and Other Costs for NORC Surveys (in Dollars)

Probability with Call-backs

Probability with Quotas

Costs - :
Study 1 Study 2 Study 3 Study 4 Study 5 Study 6 Study 1 . Study 2 Study 3 Study 4
Direct field
costs $ 31,800 $ 21,000 $ 19,500 $ 5,000 $22,000 516,900 $ 8,900 $ 9,900 $ 8,500 $ 9,000
Field
supervision 8,100 29,500 4,900 2,500 9,500 6,000 1,900 1,700 1,200 1,900
Other survey :
costs 173,100 106,200 93,400 31,400 38,500 26,500 16,000 18,600 14,100 14,800
Total .
costs $213,000 $156,700 $117,800 $38,900 $70,000 $49,400 $26,800 $30,200 $23,800 $25,700
Total
cases (2,380) (2.810 (2,200) (760) (2,500) (1,500) (1,200) (1,500) (1,300) (1,500)
Costpercase - § 89.50 § 5580 % 5350 § 5120 % 28.00 % 3290 % 22.3 5 020 § 1830 % 17.10
Direct field
.+ cost per
case 5 1340 § 750 % 890 3§ 6.60 % 880 3 11.30 8% 740 % 660 § 6.50 3 6.00
Total field
cost per
case 5 18.70 % 18.00 § i1.10 % 990 % 1260 % 1530 % 900 % 770 % 7.50 3 7.30
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samples on the six studies is $14.00 as compared to $7.50 per case
for the quota samples. , ’ ,

This comparison can be carried still one step further. The major
difference between the two types of samples is the cost of super-
vision. When one examines only the direct cost of interviewing,
the difference shrinks to about $2.50 between the median direct
field cost per case of $9.00 for call-back samples and $6.50 for
quota samples. ,

This difference represents the one extra hour per case that the
average interviewer on a call-back sample must spend to find her
respondent, as well as some additional travel expenses. It is clear
that this difference is less important than the difference in the
cost of supervision. Thus, it would seem possible to reduce the
cost of a call-back sample almost to the level of a quota sample
if one could reduce supervisory costs.

Again it should be noted that not all of the difference in super-
visory cost is due to the sampling method. Some of this difference
can be attributed to the greater quality control checks generally
used in the more expensive samples. The additional -effort gener-
ally made in training interviewers on call-back samples requires
more supervisory time. There are, however, some characteristics
of a call-back sample that do generate greater supervisory costs.
Typically, the interviewer is told to make three call-backs and then
to check with the supervisor for further instructions if she has not
completed an interview. The decision process whereby this occurs
is quite costly in supervisory time, as are the letters and long-
distance calls which accompany the revised instructions. If meth-
ods can be found for standardizing the follow-up procedures and
eliminating most of the ad hoc decisions now made, a substantial
part of field supervisory costs could be eliminated.

Another aspect of call-back sampling which leads to higher
supervisory costs is the time period required to complete the inter-
viewing. Since some respondents will be temporarily unavailable
at the interviewer’s initial call, she will need to return at a later
time. If the respondent is on vacation or in the hospital, it may
take several weeks before the interviewing is completed. Proper
allowances should be made for this when scheduling, and the flow
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of completed questionnaires should be watched carefully. Never-
theless, some added cost due to the stretching-out of the time
period cannot be avoided with call-back samples.

In summary, Table 2.8 shows that the direct interviewer cost
difference between call-back samples and quota samples is about
$2.50, or one hour of interviewer time per case. Much larger dif-
ferences are due to added supervisory costs, some of which might
be eliminated by the standardization of call-back procedures. The
greater length of time required to complete a sample with call-
backs is another factor in increasing supervisory and other over-
head costs, and there is no way to avoid this increase.

MARGINAL COST OF CALL-BACKS

The small difference between direct field costs of call-back
sampling and quota sampling is due both to the fact that quota
sampling as described in this chapter is more costly than uncon-
trolled sampling, and that the marginal cost of call-backs is not
as large as is generally believed. This is not a new finding (Birn-
baum and Sirken, 1950, pp. 189-90) but it seems worthwhile to
present additional evidence to support this result.

The data in Table 2.9 show that the marginal travel cost of addi-
tional calls remains fairly constant, although sampling variability
causes differences as the number of cases becomes small. That is,
it is generally less expensive to continue call-backs than to draw
an additional sample. Table 2.10 shows.the same relationship
when the costs are separated by size of place.

One would think that travel costs per case would have to rise
on repeated call-backs since relatively fixed costs are divided
among fewer cases, but this is compensated by the increased prob-
ability of finding a respondent at home and the interviewer’s
greater familiarity with the area she is sampling.

The allocation of travel costs requires some arbitrariness. While
the NORC procedure adopted is certainly a valid one, there are
other allocation methods which might be equally valid and which
would probably also lead to similar results. Travel costs are di-
vided into two parts—travel time within a segment and travel time
to and between segments.



Table 2.9 Average Travel Cost and Marginal Cost To Compiefe Interview by Number of Calls for Four NORC
Call-back Samples

Calls Re- - Study 1 Study 2 Study 3 Study 4
quired To .
Average . . Average . Average Average .
C M i : .
ln‘:;“rf:::f N Total M"C:f’s':“" N Total MRS N Total M‘é“‘f“"' N Total M‘gg*f""'
Cost Cost Cast o8 Cost os

One 792 $3.23 1,202 52.89 ) 7,285 $0.89 3,894 $1.13
Two 791 - 4,14 $0.91 738 3.50 $0.61 2,562 1.34 30.45 631 2.55 $1.42
Three 349 5.30 1.16 480 3.72 0.22 1,187 1.98 0.54 293 3.68 .13
Four 152 6.98 1.68 215 443 0.71 661 2.50 0.52 103 4.33 0.65
Five 64 8.46 1.48 112 5.24 081 351 313 0.63 79 4.59 0.26
Six 34 8.67 .21 42 7.06 1.82 176 422 . 1.09 35 6.12 1.53
‘Seven or o .

more 29 9.22 0.55 7 8.13 1.07 219 5.97 0.67 48 9.26 112

Total N (2,211) (2,866) - o (12,441) (5,083)

Tclble 2.10 Average Travel Costs and. Marglnol Costs To Complefe Interview by Size of PSU* for Four NORC
Call-back Samples

Calls Re- 10 Largest Metro Other Metro Non-metro )

quired To A Average Marginal

Complete Average Marginal Average Marginal verage Marginal N Travel Cost

Interview N Travel- Cost N Travel Cost N Travel Cost Cost

Cost Cost : Cost

Study 1: v

One 1,442 $1.09 $- 2,811 50.89 - 3,032 $0.80 -

Twa 643 178 - 0.69 1,045 1.30 $0.41 874 1.06 $0.26

Three 351 2.46 068 485 1.79 049 351 1.66 0.40




Four 237 3.10 . 0.76 268 2.45 0.65 156 2.06 0.40

Five 149 3.67 0.57 130 2.90 0.45 72 2.44 038
Six 86 " 460 0.93 63 3,25 0.35 - - -
Seven 59 5,33 0.93 27 4.16 0.91 - - -
Eight or . ’
more (av. ’
« 10) 68 804 0.90 . 3% 710 098 - - -
Study 2: ) ., :
One 724 1.55 - 1,402 .o - 1,76% 0.97 -
Two 158 3.60 2.05 263 2.46 1.34 210 1.86 0.89
Three 88 L 495 1.35 121 372 1.26 78 218 0.38
Four . 32 6.19 1.24 49 426 0.54 22 C327 109
Five © - 20 6.9% 0.76 34 5.47 1.31 25 405 0.78
10 Largest Metro Prince Georges ) Warren ) ~ Detroit
Study 3: g
One 150 3.14 - 697 2.97 - 147 - 242 - 208 279 -
Two 132 3.50 0.36 294 341 0,44 121 362 1.20 191 3.56 0.77
Three 135 358 0.08 142 3.84 0.43 76 4.44 0.82 121 3.73 0.17
Four 39 3.86 0.28 55 4.86 1,02 37 4,70 0.26 64 4,98 1.25
Five 38 4.60 0.74 2 4.98 0.12 13 6,44 174 29 5.34 0.36
Metro Mon-metro
*
Seudy 42
One 345 180 - 370 2828 .
Two 425 5.04 124 336 320 0.32
Three 229 5.6% 63 117 4.25 1.0
Four 120 6.03 0.34 34 4.62 0.37

*P5U is the Primary Sompling Uni,
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Travel to Segment

Travel to segment is derived from the travel column on the time
report. It includes time to the segment from the interviewer’s
home and return. It also includes any travel time from one seg-
ment to another. It is generally not too difficult to separate this
time from the time spent by the interviewer within the segment.

Travel costs to a segment are allocated equally, but only to the
completed interviews made on that trip. That is, not-at-home
calls were not charged any travel time to a segment unless there
were no completed interviews on that trip. The rationale behind
this allocation is that if the interviewer has been in the segment
anyway (either with or without an appointment) and has com-
pleted one or more interviews, then any additional calls she makes
in the segment are gravy, as far as travel time to the segment.

Travel in Segment

Travel in segment is dcfmed as all time in a segment not spent
on the actual interview. Travel in segment includes all waiting
time, and time in a respondent’s home spent in conversation not
part of the interview, as well as time spent locating the proper
house in the segment and knocking on doors. Also included here
is the time the interviewer spends on the telephone making ap-
pointments for interviews. This type of travel time is not always
directly noted by interviewers filling out the present time sheet.
It is sometimes included under travel time, sometimes under inter-
viewing time and sometimes under other time. In coding the time
reports, cross-checks are made with questionnaires. If the inter-
viewer combines waiting time or other time within the segment
with the interview, the length of the interview as obtained from
the questionnaire is subtracted from the total time shown and the
balance is called “travel in segment.” Even where the interviewer
has separated her time, cross-checks still are made to the question-
naire to insure that dates and times agree. If not, the normal pro-
cedure is to adjust the time report to the questionnaire since times
in the questionnaire were presumably filled out immediately while
the time report is generally filled out later.

Travel costs within the segment were allocated equally to all
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the calls made in the segment on that trip. That is, all calis,
whether or not they resulted in a completed interview were
charged with the same fraction of the travel costs within the
segment,

COMPARISON OF SURVEY RESULTS ON PROBABILITY

CALL-BACK VS. QUOTA SAMPLES )

This final section compares the results of three NORC studies,
conducted for Professor Jiri Nehnevajsa of the University of
Pittsburgh, all of which dealt with attitudes of the. American
public on questions dealing with worid tensions (Nehnevajsa,
1964). On each of these surveys, five questions were asked in
exactly the same way, and the responses to these questions are
presented in Table 2.11. In addition, a large number of demo-
graphic characteristics, which were obtained on all three surveys,
are compared. :
~ As is to be expected from the previous discussion, the differ-
ences between the three surveys are small, and can mostly be
accounted for by sampling variability, the different times at
which the three studies were conducted, and small differences in
the ages of eligible respondents. The first sample with call-backs
was conducted in June, 1963, the second in June, 1964, while the
sample with quotas was conducted in December, 1963, midway
between the other two. On the first call-back study, respondents
over sixty-five years old were excluded, while on the last two
studies all adult respondents were eligible.

These results do not prove the lack of biases in the probability
sample with quotas, but they support the view that for most items
these biases cannot be large. The reader may also wish to com-
pare these results to those of Moser and Stuart (1953) who found
only small differences on most items between probability samples
with call-backs and uncontrolled quota samples. For uncontroiled
quota samples, the best explanation of close agreement with cen-
sus data and probability samples is that the interviewing biases
are not highly related to responses. For the probability samples
with quotas described here, some of the agreement with the call-
back samples may also be attributed to the low correlation be-
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Table 2.11 Comparison of Survey Results for NORC U. S. National
Samples: Probability with Call-back and Quota (Per Cent)

Opinions on World Affairs Call-back Quota
1. The amount of world tensions just
about now:
0 No tensions at all 0.3% 0.8% 0.3%
1 0.1 0.5. 0.4
2 0.8 0.9 1.2
3 24 2.7 34
4 49 6.7 4.1
5 16.3 16.6 20.0
6 14.0 13.2 11.6
7 21.2 . 16.5 14.9
8 9.1 17.8 17.6
9 8.8 8.5 6.3
10 Extremely high tensions 12.1 15.8 20.2
Total 100.0% 100.0% 100.0%
N - (1,416) (1,452) (1,393)
X 6.95 6.92 7.03
s ) 0.08 0.08 0.09
2, World tensions just about two
years from now:
0 No tensions at all 0.5% 0.7% 0.5%
L 0.6 0.7 08
1.7 3.1 32
3 4.1 4.6 6.5
4 6.7 7.2 7.8
5 12.5 13.6 17.1
6 11.0 93 12.3
7 14.8 14.8 T 138
8 19.8 ' 17.8 15.7
"9 . 13.2 1.5 8.3
10 Extremely high tensions 15.1 16.7 14.0
Total 100.0% 100.0% 100.0%
N (1,416) (1,452) (1,393)
X 7.03 6.90 6.54
Sx .09 .09 09
3. World tensions five years from
now:
0 No tensions at all 1.0% 1.7% 1.6%
t 1.1 1.5 22
2 44 4.) 5.7
3 7.2 . 7.6 8.0
4 7.9 10.0 9.5
) . 15.1 17.8 23.4
6 1.3 1.1 ’ 9.5
7 - . 1.9 i.4 9.9
8 14.7 12.9 12.2
9 10.8 - 84 6.7
10 Extremely high tensions 14.6 13.5 R 11.6
Total : 100.0% 100.0% 100.0%
N (1,416) (1,452) (1,393)
x 6.51 6.22 591
Sy .10 10 11

: (Table 2.11 continved)
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Opinions on World Affairs Call-back Quota
4. World tensions two years ago: . .
0 No tensions at all 0.6% 1L1% 0.4%
1 0.6 ) 0.8
2 31 3.5 2.7
3 6.0 5.7 4.1
4 8.5 8.3 5.6
5 14.4 12.9 118
3 14.0 11.8. 7.9
7 14.1 135 14.6
8 19.3 17.8 19.2
9 11.2 11.2 14.2
10 Extremely high tensions 8.2 12.5 18,7
N : (1,416) (1,452) {1,393)
X 6.51 6.57 7.8
8 ki 05 09
5. Average world tensions.
Twao years ago 6.51% 6.57% 7.18%
Now 6.95 6.92 7103
‘Two years from now 7.03 6.90 6.54
Five years from now 6,51 o 6.22 591
N {1,416} (1,452) (1,3%93)
6. When will the cold war end? .
Within iwo years 4.6% 7.0% 3.4%
Within five years 224 219 20.4
Within ten years 228 2356 232
Ten to 1wenty years 16.5 14.3 18.6
Twenty-one 1o fifty years 3.0 6.1 59
Over fifty years 3.5 5.7 7.0
MNever 13.5 14.0 15.4
Don’t know 9.7 69 6.1
Total 100.0% 100.0% 100.0%
N (1,416) (1,452) (1,393)
Median years 10.1 - 9.5 116
Demographic Call-back Quota
Characteristics ]
1. Sex:
Male 456 44.8 48.1 48.3
Female 54.4 552 519 51.7
N (1,434) (1,464) (1,35T) (1,482)
8. Race:
White $7.9 85.6 86.8 89.8
Other 12.1 144 13.2 10.2
N (1,434) (1,464) (1,557) (1,482)
9. Service (or spouse’s service
in armed forces):
Yes 559 48.3 50.1 -
No . 441 517 459 -
N (1,434) {1,464) (1,557 -
10. Service in combat if served
in armed forces:
Yes 7.1 383 39.0 -
No 62.9 61.7 61.0 -
N (726) (645) {715)

(Table 2.11

continuad)
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Table 2.11 Continved

Demographic
Characteristics Call-back Quota
V1. Political affiliation:
Democrat 529 54.7 58.5 53.6
Republican 36 28.0 28.0 217
Other 4.9 0.9 5.6 23
None or independent 10.6 164 7.9 16.4
(1,434) (1.464) (1.557) (1,482)
12. Religion.:
Protestant 68.6% 69.2% 67.6% 66.2%
Catholic 244 233 234 25.7
Jewish ~ 2.7 34 23 32
Other 2.0 1.5 28 2.5
None 23 . 2.6 39 24
N (1,434) (1.464) (1,557) (1,482)
13, How strongly do you feel
about your religious
beliefs?
Very strongly 37.9% 43.6% 38.4% -
Strongly 27.6 228 28.4 -
Moderately 29.1 28.3 274 -
Not so strongly 39 33 35 -
Nat strongiy at all L5 20 26 -
N (t.434) (1.464) (1,557) -
14. Marital status:
Single 8.7% 1.4% 9.4% -
Married 79.4 159 77.4 -
Divorced 36 3.8 3.0 -
Widowed 5.9 10.4 16 -
Separsted 27 25 2.6 -
N (1.434) (1,464) 1,557) -
V5. Social class perception:
Upper 1.2% 3.8% 1.9% -
Middle 44.4 425 . 445 -
Working 473 46.7 49,0 -
Lower 39 28 2.6 -
There are no classes 0.8 2.0 - -
Don't know 14 22 2.0 -
N (1,434) (L464) (1.557) -
16. Ownor rent:
Own 63.6 64.5 61.2 -
Rent 36.4 355 388 -
N (1,434) (1,464) (1.557)
17. Household size:
| 8.1% 12.0% 6.8% -
2 249 292 24.5 -
3 18.1 155 20.6 -
4 21.5 16.7 19.4 -
5 13.2 13.1 1238 -
6 6.8 7.8 . 8.0 -
7 34 28 4.0 -
8 L9 1.7 1.9 -
9 or more 16 1.2 2.0 -
N (1,434) (1,464) (1,557 -
x 162 342 3.70 -
(Table 2.11  continued)
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Table 2.1 Continued

Demographic

- Call-back vot
Chaoracteristics Q @
18. Education of respondent:
0-8 years 21.7% '26.5% 260% 25.4%
9-11 years 22.8 20.3 229 225
12 years 30.2 29.6 28.2 28.7
13-15 years 133 13.2 137 13.6
16 years 7.5 6.0 6.0 58
17 years or more 4.5 44 3.2 40
N (1,434) (1,464) (1,557 (1.,482)
Mcdian years 12 12 12 12
19. Education of spouse of
respondent.
0-§ years 20.1% 257% 26.5% -
9-11 years 235 20.1 213 -
12 years 28 32.2 3.7 -
13-15 years 1.7 11.8 9.8 - -
16 years 8.3 6.9 6.5 -
17 years or ore : 3.6 33 2 -
(1,434) (1,464) {1,557y -
Median years 12 12 12 -
20. Main wage earner:
Respondent 53.5% - . 51.9% -
Spouse 38.7 - 37.8 -
Others 7.8 - 10.3 -
N (1,434) - (1.557) -
21. Income:
Under $3,000 17.0% 21.1% 18.6% 23.1%
$3,000-4,999 - 200 194 224 221
$5.000-7,499 292 26.3 25.1 26.6
$7,500-9,999 16.4 15.% 15.4 ’ 154
$10,000-14,999 1.9 118 10.8 8.9
$15,000-24,999 44 4.1 26\ 30
§$25,000 and over 1.1 1.3 1.2 :
N (1,434) (1,464) (1,557) (1,482
Median $6,100 35,900 $5,800 ) $5,500
22. Occupation of main earner:
Professional 13.3% 12.6% 13.6%
Farmers, farm managers,
and farm laborers 7.2 8.7 8.6
Managers, officials,
proprietors 124 13.4 12.8
Clerical workers 74 15 6.3
Sales workers 54 4.7 .46
Craftsmen, foremen 19.7 18.5 16.9
Operatives 16.5 15.4 194
Service workers 77 9.4 - 94
Laborers 10.4 9.8 8.2
N (1,434) (1,464) (1,557)

(Table 2.11 - continued)
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Table 2.11  Continved
Demograplﬁc

Characteristics Call-back . Quota
23. Children under 13:
0 . 51.7% 58.8% 53.5%
1 18.5 138 17.6
2 15.0 1341 13.2
3 7.5 8.2 7.7
4 4.7 4.1 5.0
5 or more 2.6 20 3.0
N (1,434) (1,557
X 105 93 1.04
Children 13-21:
0 66.9 69.3 - 73.1
| 18.8 153 139
2 10.3 9.6 2.0
3 2.6 42 2.7
4 10 .l 0.7
5 ar more 0.4 0.5 0.6
N {1,434) (I, 557)
X 54 .54
Children over 21 :
0 754 67.1 §9.9
1 11.2 12:5 108
2 6.8 9.4 8.2
3 34 5.1 4.5
4 1.4 23 23
S or more 1.8 3.6 4.3
N (i 434) (1,557)
X 16 76

tween sample bias and response, but, most lmportant the sample
biases themselves are small,

The questions dealing with world tensions show mixed results
when comparisons are made between the three surveys. On the
first question dealing with “world tensions at this time” there
are no differences between the three samples. On the second ques-
tion dealing with “anticipated world tensions two years from
now’’ the sample with quotas is significantly more optimistic
than the call-back sampies, and this greater optimism is also seen
in the question dealing with “world tensions five years from now.”
Conversely, respondents on the probability sample with quotas
perceived “‘tensions two years ago” as being higher than did re-
spondents on the call-back samples. Looking at item 5, which
summarizes the first four questions, one can conclude that quota
respondents- believe that world tensions are being, and will be,
steadily reduced. The call-back respondents. show. no clear pat-
tern, but there is no reason that they should. The final item on
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tensions asks, “When will the cold war end?” Here the call-back
samples are more optimistic than the quota sample. It is possible
that the assassination of President Kennedy a month earlier may
have affected the answers of the probability sample with quotas,
but if one disregards this, the possible biases due to differential
availability range from 0 to 10 per cent on the four items, aver-
aging about 6 per cent, which agrees with the data in Table 2.7.

Obviously, it would be desirable to have additional substantive
questions for comparison, but unfortunately minor or major
wording changes in the remaining items, as well as the inclusion
of different items, make such comparisons impossible. There re-
main, then, the demographic items, which have the virtue of being
asked in the same way on all three studies.

Of the seventeen demographic comparisons, there are no
differences except for sex and household size. Naturally ‘since
thereisa quota on sex, the probability sample with quotas matches
census data. The call-back samples were both deficient in males
because of non-cooperation. That is, since the cooperation rate
among men is lower than among women in the ordinary call-back
sample, the sample with quotas is superior on this characteristic.

The comparisons of household size suggest that the quota sam-
ple is deficient in one- and two-member households. These re-
sults suggest that some of the remaining availability bias in the
quota sample could be eliminated by imposing a household size
control in addition to the controls now in effect. NORC plans to
experiment with this control in future surveys.
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Advance Listing
of Special Populations

INTRODUCTION

Although national probability samples of all adults or all house-
holds in the United States or some other country are stiil best
‘known and are used frequently, there has been an enormous
growth in the sampling of special populations as users of survey
results become increasingly sophisticated. These samples are not
to be confused with -haphazard convenience samples that purport
to represent the entire population, but that usually reflect only
the behavior and characteristics of a freshman psychology class.
Rather, these are carefully designed probability samples of special
populations chosen because the populations themselves are of
special interest. From among hundreds of such studies, five re-
cent NORC studies are cited as examples of the wide variety of
special populations:

1. A 1964 study attempted to measure the social effects of the Catholic
educational system (Greeley and Rossi, 1966). The population for study
consisted of all United States Catholics, twenty-three to fifty-seven years
of age. The age limits were set so that at the lower end most respondents
would be through with college, at least at the undergraduate level. The
upper age limit was set to eliminate older Catholics whose education
had not been in American parochial schools or who had been trained in
American parochial schools far different in character from those of to-
day. The curious reader may well wonder why that particular upper age
level was selected. It represents a compromise between the desire to keep
the upper age limit as low as possible for the reasons just mentioned and
the sampling problems of finding sufficient respondents if the age limits
were 100 Narrow. ‘

2. A study now in progress of the effects of crimes on households and
individuals requires a national sample of crime victims. It should be

38
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noted that the use of police records for sampling is inadequate since
~ many crimes never are officially recorded by the police.

3. A 1962 study of the characteristics of adults participating in adult
education programs required a population of recent participants which
was defined as persons over twenty-one (or over eighteen and married)
who had received instruction in subjects other than Bible studies or
traditional religious training during the previous year.

4. A 1964 study of the attitudes and behavior of men related to their
employment required a universe of all males aged sixteen or older work-
ing twenty-five hours a week or more, who were currently employed in
civilian occupations.

5. Several recent NORC studies have utilized the population of all
graduating college seniors in a given year, or of graduate students in
various fields of study.

This chapter discusses some efficient techniques for sampling
some of these populations, using advance listing. The basic pro-
cedure is described in the next section. Problems relating to
classification and to household moves are discussed with some
suggested solutions. Finally, the appendices to this chapter con-
tain some examples of forms used for prelisting. I

METHODS FOR SELECTING SPECIAL POPULATIONS

Lists

There are three basic procedures for locatmg spcmal popula-
tions. The easiest procedure is the use-of lists that are available or
can be obtained relatively easily. Thus, a sample of public health
professionals can be efficiently drawn, using combined lists (ex-
cluding duplicates) of the major public health professional organi-
zations. A sample of college seniors is somewhat more difficult.
It is first necessary to draw a sample of colleges from the excellent
lists that are available. ' :

Then, as a second stage, the list of graduating seniors is ob-
tained at each selected school. These lists are prepared at all
schools, but mail, phone, or personal visits may be required to
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obtain-them for sampling purposes, assuming that the aims and
sponsors of the study meet with the schools’ approval.

There are many lists available, and list sampling should always
be considered carefully before going to a more expensive proce-
dure. In many cases, the lists are so fragmentary that they cannot
be considered as representative of the entire population. Thus,
subscription lists of Catholic newspapers and magazines are insuf-
ficient to obtain a good national sample of Catholics, although for
some purposes the readers of such publications are an important
special population,

Screening

“If lists are unavailable, the general population must be screened
to determine those individuals with the desired characteristics.
It is assumed that the organization doing the screening already
has a national sample frame and is interviewing a large number of
households within this frame. In general, the costs of sampling
and of hiring and training interviewers are so high that all organi-
zations conducting national samples use the same sampling frame
repeatedly, although, of course, not the same respondents. )

It is not generally recognized that screening costs are only a
little lower than actual interviewing costs. In a strict probability
sample with call-backs, the total cost of screening interviews may
nearly equal that of regular interviews, although the screening
may take only five or ten minutes once a household respondent is
located. These costs depend on many factors, including the length
of the screening interview, the length of the full-scale interview,
the rarity of the special population, and the amount of clustering
in the screening. Since study, clerical, and travel costs are also
present in screening interviews (see Chapter 6), and call-backs are
required for these interviews also, the major difference is the
length of the interview.

While there are some efficiencies in conducting a full-scale
interview immediately upon completion of a screening interview,
this will only be possible in a minority of the cases. Although
screening costs cannot be avoided, it is sometimes possible to
amortize them over several studies, thus reducing the cost to each
individual study.
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Advance Listing

Basically, advance listing merely means the use of ‘;creemng
information obtained on one study to eliminate the need for new
screening on a future study. Two types of advance listing are |
possible. In the first, and more usual case, the advance listing
collects basic demographic information about all individuals who
fall into the sample. As an example, the screening interview for
the study of adults participating in" adult education programs
obtained the following information for each member of the se-
lected 12,000 sample households: age, sex, marital status, occu-
pation, education, race, religion, household income, type of
structure, and household telephone.

The complete form used is found in Johnstone and Rivera (1965)
and, of course, also included several questions on adult education
activities. The Appendix contains the two sheets of the question-
naire that asked for the demographic information (pp. 198-99).

Demographic information can be used for a wide variety of fu-
ture studies. The information from the screening on the adult
education study was used a year and a half later to draw a na-
tional sample of Catholics. Its use was considered . for the study
of employed males, but the sample size of that study was so large
that it required a new screening. The adult education screening
was also used to draw a national sample of respondents sixty-five
years old and older, but this was not an advance listing, since this
survey was designed to be in the field simultaneously with the
major adult education questionnaire.

In most cases, much of the demographic information would
need to be obtained on the screening questionnaire for analysis
of the results of the initial survey, so that there is no additional
cost attributable to these demographic questions. Even if there are
no analytic reasons for including them, the marginal time and
costs are so low that this should be a standard procedure for
survey organizations with national samples.

The second type of advance listing involves special, non-
demographic questions. However, such special questions should
be asked on screening questionnaires only when the survey organi-
zation already knows about its future needs for a sample of a
special population. NORC’s study of crime victims requires a new
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sample screening since we could not anticipate several years ago
that we would be studying such a special population. However,
on the screening questionnaire for this study, we are asking for
information on book reading in addition to the usual demo-
graphic information, because a study of book readers is being
planned for next year. The screening questions for this new sam-
ple are included in the Appendix (pp. 200-203).

CLASSIFICATION CHANGES

With any special population the problem of misclassifications
exists. Misclassification can occur because of response error,
interviewer mistake, or incorrect processing of ‘the results. The
most efficient way to store screening information for future use
is on computer tape, but this does not eliminate the possibility
of some error along the way. This section does not discuss the
problems of error present in any study but only those errors due
to change in the respondent’s classification through time. For
example, employment status may change from one year to the
next as women get married and have children, men retire, and
students enter the labor force. An improper classification into
the special population is not too serious. It merely means a
wasted visit to the respondent, since the interviewer would ordi-
narily discover at the start of the new interview that the respon-
dent no longer fits the requirements. The greater problem is with
persons excluded from the special populations who now belong in
it. If this group is large or important enough, it will make advance
listing impractical.

For many studies, however, the likelihood of change in classifi-
cation is small or can be anticipated. Changes in date of birth,
sex, race, and type of structure can occur only because of mis-
classification. Changes in religion and education (if education has
been completed) are highly unlikely, and changes in household
income and occupation, although more common, would not usu-
ally be large enough to change a respondent’s classification into
the special population.

Occupation and marital status are much more likely to change
for younger respondents, and it may be efficient to reinterview
this group to see if they now belong in the special population,
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rather than screening an entirely new sample. Much of this rein-
terviewing may be conducted by telephone so that travel will not
be required.

MOVERS i

A major problem with using lists one or two years old is that
respondents move. If the earlier listing is to be useful, these re-
spondents must be followed and located. Although the initial sam-
ple was of dwelling units, the new sample is a sample of individuals
with a specified characteristic that would remain with them un-
less one were interested in the characteristics of the dwelling unit
or neighborhood in which they lived.

Fortunately, most movers remain in the same general area, and
only a few move to a location where it is uneconomical to send
an interviewer. Even in these cases, long distance telephoning may
be possible. The major problem is to trace the respondent to his
new address. NORC has tried several different procedures, all of
which have some usefulness. They are listed here in order of in-
creasing cost: . —

Mail tracing.—As a service to mailers, the Post Office will
attempt to provide, when requested, the new address of a person
at a specified address who has moved." This is done only for per-
sons who have left permanent forwarding addresses. Where no
forwarding address is available, the name is crossed from the list.
The charge for this service is five cents per name. Obviously, this
service is a bargain for samplers, since a sample of two thousand
cases would cost only one hundred dollars. The lists must be sub-
mitted at local post offices, and local interviewers or supervisors
can handle this, or the lists can be mailed to the local post offices.
The critical link in the process is the local mailman whose records
may or may not be in good condition and who may object to the
extra work load of correcting a list. Time is also an important
factor since forwarding addresses are not retained in files beyond
two years, and the likelihood that the record is misfiled or lost
increases sharply after the first few months. Still, a check of the
sample in the first year should generally get about two-thirds of

'See Section 123.5 of the Postal Manual, United States Post Office Department,
or contact your local postmaster for information.
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the new addresses and indicate the remaining movers who need to -
be traced.

Telephone tracing.—I1f the telephone number is obtamed on the
screening interview then an appointment can be made to interview
a respondent for a study of a special population. The advantages
of this procedure are discussed in Chapter 5. In addition, if the
call indicates that the respondent has moved, it will generally be
possible to obtain the new phone number if the move has been in
the same locality. Again, even when it is not possible to find the
new telephone number or address, this method also identifies the
families who have moved and need to be traced.

Use of other informant.—A useful procedure is to ask at the end
of a questionnaire for the name and address of someone who
would know where the respondent has moved and could give a
forwarding address. This would generally be a relative or a close

friend.
"~ Neighbors or new tenants. —As a final techmque a canvass of
the neighbors near to the last known address of the respondent
may be rewarding but will probably be far more expensive than
the other procedures.

Even with the use of multiple tracing procedure‘s, 5 per cent of
the original sample will not be found, or will have moved to an
area which cannot economically be reached. There will be some
additional unavailabilities due to deaths or misclassifications.
These losses increase as the listing becomes older and are related
to the mobility of the population. They also depend on how much
one is willing to spend to find the hardest 5 per cent on the
original list.

SUMMARY

- Special populations are frequently of great importance for sur-
vey users, but they may be very expensive to locate unless lists
are available. Advance listing of these populations on earlier
surveys of special populations is a method for reducing these
listing costs. The marginal costs of advance listing are so small
that it will always pay to pick up a wide range of demographic
information in advance. Behavioral information should be ob-
tained only if the need for it is already known,
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Some attention must be paid to the possibility of changes in
classification, but usually this will not. be a major problem, and
it may be more efficient to reinterview the subsample of the
~ population most likely to change classﬁ'watnon rather than to
screen an entirely new sample.

Movers are a major problem, especially as the list ages. Several
techniques are useful for tracing movers, including mail, tele-
phone, and personal efforts. While the costs of these procedures
become important as the most difficult cases are followed, the
total cost of the entire advance listing procedure is far lower than
a new screening. The sample biases introduced by the respondents
who cannot be located, or who have moved to areas where they
cannot be economically reached by interviewers, are likely to be
small relative to the cost savings.
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The Use of
Self-administered
Questionnaires

INTRODUCTION

As the costs of personal interviewing rise, it becomes more
important to obtain the maximum information from each inter-
view. The prime method of doing this is to lengthen the interview
so that more information is obtained from the respondent.

Gradually survey organizations have lost their fears of the long
interview, and interviews lasting an hour are standard at the Na-
tional Opinion Research Center and other survey organizations,
with two- and three-hour interviews no longer uncommon. Since
actual interviewing time is only one-third of total interviewer
time, lengthening the interview increases costs much more slowly
than it increases information (see Chapter 6). In addition, if one
considers cross-relationships, increasing the length of an interview
very greatly increases the possible cross-classifications. Thus, if
the interview is twice as long, there are approximately eight times
as many possible three-way tables and sixteen times as many four-
way tables as originally, if the sample sizes remain sufficient.

There are limits on the length of the interview. Both inter-
viewer and respondent fatigue begin to take their toll as the
interview gets past two hours. Cooperation, as well as quality, are
affected. Travel costs are also increased since the interviewer can
complete only a single interview per trip and must make more
trips.

In addition to information about a specific respondent, it is
often valuable to obtain information from more than one member
of a household. Even where intra-family comparisons are not the

This chapter was co-authored by Andrew M. Greeley and Leonard Pinto. .
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major focus of interest, this method provides an economical way
of increasing the sample size of subgroups. Thus, interviewing
- both husband and wife in a household may not appreciably reduce
the variability for the total sample, but can substantially reduce
the variability for women in a particular age group, or men in a
given occupation, to cite just two examples.

Where one wishes to observe differences or similarities between
husband and wife, or between parents and children, one must
either obtain this information from the separate individuals or
rely on one member of the family to report on the attitudes of the
others. While the latter method may sometimes produce reason-
ably good results (Rossi and Katz, 1960), it is generally better to
get the data directly from individuals.

Personal interviews are the most common, but not the only
way of obtaining information from additional household mem-
bers. An alternative is to interview one member of the household
and to leave self-administered forms for other household members
from whom data are desired. This has the advantage of not requir-
ing the interviewer to return to the household for another inter-
view if additional household members are not available, or if the
first interview takes too much time. Thus, both travel and inter-
viewing time are saved. It has the advantage over other leave-and-
pick-up methods (or mail questionnaires) that the personal
interview has established a feeling of rapport between the inter-
viewer and the household so that cooperation is likely to be better.

This chapter describes an NORC study where such leave-pick-
up techniques were attempted, and gives the cooperation rates for
alternative methods attempted, as well as a comparison of the
responses for the self-administered questionnaires and the per-
sonal interviews,

ALTERNATIVE LEAVE-PICK-UP METHODS

During the spring and summer of 1964, NORC conducted a
national survey of Catholics and a control group of Protestants
to determine the effects of Catholic schools on the knowledge,
attitudes, and behavior of those who attended them as compared
to Catholics who attended public schools (Greeley and Rossi,
1966). Initially, it was decided to interview about 3,500 respon-
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dents. As part of the continuing research program on reducing
the cost of surveys, it was decided to attempt to obtain another
1,000 respondents using self-administered questionnaires. Half of
these added respondents were to be other adult members in house-
holds where a personal interview had been conducted, and half
were to be teen-agers in these households.

Three methods using different intensities of effort were com-
pared to see how costs and response rates varied. The methods
from the least to the most intensive are described below:

Method A ,

The interviewer left the self-administered questionnaire at the
respondent’s home, and the questionnaire was mailed back to
NORC’s Chicago office by the respondent.

Method B ,

The interviewer left the self-administered questionnaire at the
respondent’s home, and the questionnaire was mailed back to the
interviewer’s home. If the interviewer did not receive the ques-
tionnaire after several days she phoned the respondent.

For both Methods A and B, the final step of the process was a
personal call to the home of those respondents who had not re-
turned questionnaires. This personal call was only made, however,
when the interviewer still had other personal interviews to do in
the area. If she had completed her assignment of personal inter-
views and so had no other reason to travel into the area, no fur-
ther efforts were made to obtain the self-administered forms.

Method C _ ‘

The interviewer left the self-administered form at the respon-
dent’s home and returned to pick it up. Call-backs were made
until either the completed form was obtained or the respondent
refused to cooperate.

COOPERATION RATES OBTAINED .

Tables 4.1 and 4.2 show the results for adult and teen-age re-
spondents by each of the three methods. It can be observed that
for the adults the most intensive Method C produced a coopera-
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Table 4.1 Cooperation Rates for Self-administered Questionnaires
as Compared to Personal Interviews with Catholic Adult Respondents

Method A Method B Method C

Personal

Cooperation Inferviews (Mail to  (Mail to (Interviewer ~
Rp NORC) Interviewer) Pick-up
ates
Per Per Per Per

Cent N Cent N Cent N Cent

Original sample 2,753 100 344 100 330 100 348 100
Completed by ini-

tial method 1,872 68 159 46 168 51 223 64
Completed on
call-backs 212 8 62 18 43 13 31 9
Total
completed 2,084 76 221 64 211 64 254 73
Initial refusals or
not reassigned 50 2 35 10 28 8 9 3
Final refusals 498 i8 63 19 78 24 69 20 :
Total refusals 548 20 98 29 106 32 18 23 .
Not at home or _ -
other loss 121 4 25 7 13 4 16 4 i

Table 4.2 Cooperation Rates for Self-administered Questionnaires
with Catholic Teen-age Respondents

Method A Method B Method C
. Mail to (Mail to - (Interviewer
Cooperation { . .
Rates NORC) Interviewer) Pick-up)
N Per Cent N Per Cent N Per Cent
Original sample 298 . 100 297 100 313 100
Completed by initial :
method 159 53 179 60 249 80
Completed by .
call-backs - 87 29 62 21 29 9
Total completed 246 82 241 81 - 278 89
Initial refusals or not
reassigned 17 6 22 8 8 2
Final refusals 21 7 25 8 21 7
Total refusals 38 13 47 16 29 9

Not at home or other
loss 14 5 9 3 6 2




50
Reducing the Cost of Surveys

tion rate just about equal to that obtained on the personal inter-
views, while the cooperation rate for both Method A and Method
B was about 10 percentage points less. For the teen-agers, Method
C again produced the highest cooperation rate, but the coopera-
tion rate for each of the methods was above 80 per cent. It is
clear that high cooperation rates can be obtained using self-
administered questionnaires, and that teen-agers in particular will
respond very well to this method.

While Methods A and B produce ultimately the same coopera-
tion rates, Method B, as expected, produces more initial returns.
There is also an indication from these results that the cooperation
achieved by Methods A and B could reach that achieved by Meth-
od C if the interviewer always made a personal call to respondents
who had not returned questionnaires, even if she had no other
personal interviews in the area. Naturally, this would be a more
expensive method than either Method A or Method B. The com-
parative costs of the three methods and of various other alterna-
tives are discussed in the next section of this chapter.

Some comments should be made about the absolute values of
the cooperation rates. Normally, on a national study, cooperation
rates of over 80 per cent are obtained by NORC on surveys of the
length and complexity of the one used here. The cooperation rate
achieved on the personal interviews in this study was about 5 per-
centage points lower than normal, although every effort was made
to achieve maximum cooperation. Two major demographic fac-
tors are responsible for the below-average cooperation:

1. Location of respondents: The Catholic and Protestant re-
spondents in this study were concentrated in the largest metro-
politan areas of this country, where the impersonality of the
surroundings has always made it most difficult to obtain coopera-
tion on surveys.

2. Age of respondents: Older people with more spare time who
are generally more willing to respond were excluded from the cur-
rent survey. Thus, while this was a national sample of the universe
it was intended to represent, this universe is substantially more
difficult to survey than a sample of all adults or households. The
cooperation rates achieved on the self-administered forms should
be compared to the cooperation rates achieved by intensive at-
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tempts to complete personal interviews on this survey, and not-to

.some other norm. In general, one would suspect that on an easier
national study the cooperation rate on the sclf-admlmstered forms
would rise as much as 5 or 10 percentage points.

One issue, however, tends to confuse these comparisons. It
should be noted that NORC’s interviewing staff is largely non-
Catholi¢c and that some of the refusal rate on the personal inter-
views may have been due to the fact that interviewers anticipated
problems because of the nature of the questionnaire. That this
was a problem found only in the interviewer’s mind is demon-
strated by the fact that only three respondents refused to complete
the survey after they started answering questions. In cases where
the interviewer is not comfortable with the personal interview
form, a self-administered version may achieve a cooperation rate
closer to that obtained by personal interview than would normally
be the case.

- One final point before closing this discussion. The experiment
described here involved the personal placing of a self-administered
form with a respondent after the interviewer completed a personal
interview in the household. The interviewer who has done her job
well has established substantial rapport with the household by the
time she has finished her personal interview, and finds it much
easier to obtain cooperation on the self-administered form than an
interviewer who spends only a few minutes in the houschold be-
fore dropping off a questionnaire. It is not surprising, therefore,
to note that the cooperation obtained in this study is higher than
that usually obtained on a leave-pick-up questionnaire, and, of
course, much higher than could be achieved by mail alone.

COSTS OF EXPERIMENTAL METHODS

Table 4.3 shows the total costs and the costs per assigned and
completed case for each of the three experimental methods. These
costs are not very far apart, with only an 11 per cent difference
between the cost per case of the most expensive Method A and
the least expensive Method B. All three methods cost about $7.00,
which is only one-half as much per completed case as the cost of a
probability sample of equal difficulty.

As between methods, the more intensive Methods B and C,




Table 4.3 Costs per Assigned and Completed Cases

sdaaang fo 1500y oy Suranpay

Total Method A . Method B Method C
S (Mail ta NORC) (Mail to Interviewer) (interviewer Pick-up)
ummary
Costs N Costs N Costs N Costs N
Direct interviewing costs $30,396.52 $10,550.45 $9.721.48 $10,124.59
Personal—Catholic and
Protestant 3,406 1,135 1,198 1,073
Self-administered—Catholic
and Protestant 2,178 728 T08 744
Total cases assigned 5,584 1,861 1,906 1,817
Personal 2,620 873 921 826
Seif-administered 1,661 537 517 607
Total cases completed 4,281 1,410 1.43% 1,433
Cost/total cases assigned ] 5.44 5.67 5.10 5.57
Cost/total cases completed 7.10 7.48 6.76 707
Cost/personal cases assigned 8.92 9.30 811 9.44
Cost/personal cases
completed 11.60 12.09 10.56 - 12.26

TS
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which had the interviewer phone or make personal calls on the
respondent, turned out to be less costly on a completed case basis,
since cooperation was higher and fewer call-backs were required
eventually. The results of this experiment suggest that Method C
is the most useful procedure when considering both cost and co-
operation. Method C, which used call-backs until the completed
form was obtained or the respondent refused, achieved a substan-
tially higher cooperation rate than either of the other two meth-
ods, while its costs per completed case were only about 5 per cent
higher than the cheapest Method B.

The data suggest that call-backs are not only cheaper when
 made early in conjunction with other trips to the segment, but
that they are also more effective if made before the contact estab-
lished by the interviewer with the household is forgotten. This,
in turn, suggests one modification in the procedure which will be
incorporated in a later experiment. If the interviewer does not find

it convenient to return for the questionnaire in the day or two fol-

lowing the personal interview, or if she finds no one at home, she
will be instructed to call and encourage the respondent to com-
plete the questionnaire and to make an appointment for picking
it up.

The experiment has shown that it is p0531ble to achieve high
cooperation on self-administered questionnaires left with respon-
dents in a household where a personal interview has been made.
Costs per completed case are reduced by about one-half as com-
pared to the usual sample if the self-administered forms are con-
sidered as valuable as the personal interviews. Of course, the
method discussed here is not the only one possible. Lengthening
the interview, or conducting two personal interviews on the house-
hold (either on the same or on different topics), will also reduce
the cost.

Maximum cooperation on self-administered questionnaires is
achieved by personal placement and follow-ups, after initial rap-
port has been established. The added cost of these follow-ups is
more than compensated by the increased response.
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RESPONSE DIFFERENCES BETWEEN PERSONAL

INTERVIEWS AND SELF-ADMINISTERED

QUESTIONNAIRES ,

Many previous studies have shown that respondents will answer
some questions differently in a personal interview as compared
to what they will write on a self-administered questionnaire
(Hyman, 1954, pp. 139-45). It is frequently stated that the respon-
dent will give the interviewer the answer he thinks the interviewer
wishes to hear, or that boosts his ego. This is not always the case,
however. If the respondent feels very strongly about an issue, or
if he doesn’t know what the most socially acceptable answer is,
his-answers on a personal interview may be identical to those on a
self-administered form. :

Before combining results from personal interviews and self-
administered forms, it is. necessary to compare them to see if they
differ. This is done in Table 4.4 for forty-four statements. On
thirty-one of these forty-four statements the differences are less
than 5 per cent. For the remaining thirteen statements, differences
range from 5 to 16 per cent. On ten of these thirteen statements,
as one would expect, the responses to the personal interview ap-
pear to be those which a Catholic respondent would consider
more socially acceptable when made to a non-Catholic inter-
viewer. For instance, 72 per cent of the Catholics who were
personally interviewed, but only 62 per cent of the respondents
on the self-administered form, said that God doesn’t really care
how He is worshipped so long as He is worshipped. Sixty-five per
cent of personally interviewed Catholics said that a good man can
earn heaven by his own efforts alone, while only 58 per cent said
this on the self-administered form. The other three statements,
for no obvious reasons, are in the reverse order—that is, the more
socially acceptable answer is given more frequently on the self-
administered form. '

Surprisingly, the largest difference is on the statement, “It
would be wrong to take considerable time off while working for a
large company, even though the company would not be hurt by it
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Table 4.4 Agreement to Statements in Catholic and Protestant
Personal Interviews and Catholic Self-administered Questionnaires

Percentage Agreeing
- Catholic Catholic Protestant
Statement Self-
Personal S Personal
administered

Personal answers more socially acceptable (differences
larger than 4 per cent): .
Taken altogether, how would you say things are
these days—would you say that you are very
happy or not too happy? (Those answering
very happy.) 36 23 40
Even though a person has a hard time making ends
meet, he should still try to give some of his

money to help the poor 81 74 76
God doesn't really care how He is worshipped so

long as He is worshipped 72 62 69
Negroes shouldn’t push themselves where they are

not wanted T 60 68 62
Have you spent any time by yoursell in the past

few months helping someone who needs heip? 64 52 . 57
A good man can earn heaven by his own efforts

alone 65 58 53

The United States should do more to help the
poorer nations by building hospitals, schools,

and homes in these places 70 63 65
1 would strongly disapprove if a Negro family ’

moved next door to me 37 43 40
A student should be free to make up his own mind

on what he learns in school 59 54. 60

Two people who are in love do not do anything
wrong when they marry, even though one of
them has been divorced 52 : 47 . 87
Personal answers less soctally acceptable (differences .
larger than 4 per cem): .
it would be wrong 10 take considerable lime off
while working for a large company, even though .
the company would not be hurt by it at all 50 66 55
It is ali right to refuse to talk to some member of
the family after a disagreement, especially if the . .
argument was the fault of the other 27 20 25

Rules should never be relaxed because children
will take advantage of it 65 60 bl
Not significant {differences smaller than 4 per cent):
There is no definite proof that God exists 21 22 31
God will punish-the evil for all eternity 73 74 55
Science proves that Chrisl’s resurrection  was - :
impossible 12 1 -3
Jesus directly handed over the leadership of His
Church to Peter and the Popes 87 89 26
Books written by communists should not be per-
mitted in public libraries 57 57 45
Complete abstention from liquor is the best thing 36 35 47
People who don't believe in God have as much
right to freedom of speech as anyone ¢lse 86 87 85

(Table 4.4  continued)
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Table 4.4 Continved

Percentage Agreeing

Catholic C?:l?hc Protestant
Personal o Personal
~administered

Statement

Nor significant (differences smaller than 4 per cemt):
Jewish businessmen are about as honest as other

businessmen 80 80 80
Jews have too much power in the United States - 1% 2t 19
Negroes would be satisfied if it were not for a few

people who stir up trouble 52 St 51

White people have a right to live in an all-white
neighborhood if they want to, and Negroes

should respect that right 73 75 75
There is an obligation to work for the end of .

racial segregation . 9 81 78
It is as important for a child to think for himseif

as to be obedient to his parents 85 24 88
When parents are wrong, they should always be

willing to admit it to their children 83 83 87
Usually parents are just too busy to explain the -

reasons behind the orders they give their children 65 66 70

The federal government should give religious
schaols money to help pay teachers' salaries and

build new buildings 73 73 35
The federal government should provide aid for the - .

local pubiic schools 7% .18 74
The government is responsible for checking wide-

spread unemployment 62 62 61
Working men have the. right and duty to join
" unions 78 77 71

Each country should be willing to give up some of
its power so that the United Nations could do &

better job 68 68 68
I would try to stop the planned parenthood asso-

ciation from having a mecling in my community -2 23 1
In the long run, war with the communists is al-

most certain 50 46 51
Laws should change with the times 88 89 90

It is not really wrong for an engaged couple to
have some sexual relations before they are

married 12 12 18
A marricd couple who feel they have as many

children a5 they want are really not doing any-

thing wrong when they use artificial means to .

preveni conception 45 43 91
A family should have as many children as possible

and God will provide for them 41 37 12
Even though you find some people unpleasant, it

is wrong (o Iry to avoid them , 58 56 59
A salesman has the right to exaggerate how good

his product is when a customer is 100 suspicious 24 22 22
It is ail right to ask an insurance company for

more money than you deserve alter an aulo ac-

cident if you think they might cut your claim 34 33 25
If \he government wastes tax money, people don't :

have to be too exact on their income tax returns 13 10 10

Have you spent any time with others in the past
few months helping someone who needed help? 56 59 60
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at all.” Sixty-six per cent of respondents on the self-administered
form but only 50 per cent of the personally interviewed respon-
dents gave the socially acceptable answer and agreed with this
statement. I V '

More understandable is the fact that 36 per cent of personally
interviewed respondents, but only 23 per cent of respondents on
the self-administered form, said they were very happy when the
question was asked, ‘““Taken altogether, how would you say things
are these days—would you say that you are very happy, pretty
happy, or not too happy?”’ Compare these results to Hochstim
(1962) who, when he asked respondents how they would generally
rate their health—excellent, good, fair, or poor—found that 44
per cent of personally interviewed respondents, but only 30 per
cent of respondents to a mail questionnaire rated their health as
excellent. :

All in all, these comparisons do not show large differences be-
tween the two methods except on a handful of items, suggesting
that it will generally be possible to combine the answers from
personal and self-administered forms. Where there are large dif-
ferences, the self-administered forms seem to give a better mea-
sure of the true feelings of respondents than do the personal
interviews, and in analyzing such data the personal interviews
should be treated cautiously.
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Some New Uses of
Telephone Methods
in Survey Research

The use of telephone interviewing in market and survey re-
search has become a common practice in recent years. The method
has always had much to recommend it. By eliminating travel,
costs are substantially reduced and it becomes possible to make
almost unlimited call-backs if respondents are not home or
unavailable.' In many cases, this reduction in cost is accom-
panied by an increase in quality, since the interviewer is more at
ease working from the comfort of her home, while the respondent
is more candid than he would be in a face-to-face interview
(Hochstim, 1962).

This chapter describes some additional uses of telephones that
have proved successful in four recent NORC studies. Two experi-
ments were conducted in which the interviewing was done by
face-to-face methods, but where appointments were made with
respondents using the telephone. This eliminated wasted travel
time to a segment where no respondents were available for inter-
viewing. The other two experiments involved the use of telephones
to locate and interview samples of respondents who are particu-
larly hard to reach. The first of these samples consisted of physi-
cians who were reached by long-distance telephone, while the
other sample consisted of households in which at least one mem-
ber was blind.

'Sindlinger and Company have an ingenious variation to the procedure of
making repeated call-backs. Initially, the interviewer makes up to six telephone
calls to reach a sample number. If the respondent is still not available he is in-
cluded in a later sample until finally he is reached. Each sample consists of new.
numbers and former not-at-homes or not availables.
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USE OF TELEPHONE CALLS TO MAKE ADVANCE
APPOINTMENTS

National Sample of Adolescents

In the spring of 1962, NORC conducted a large study of adult
education in the United States. As a follow-up to this study, a
special study was made of adolescent, adult, and formal educa-
tion. The results of this study have been reported by John John—
stone and Ramon Rivera (1965).

Since phone numbers: had been obtained previously, it was
possible to split the adolescents into two groups—those who were
approached directly and those with whom an appointment was
made by telephone. There was no difference in the cooperation
rates between the two groups, which in both cases was 81 per cent.
There were very few actual refusals, but a large number of adoles-
cents were not living at home and were not available for inter-
viewing. They were away at college, in the armed services, or had
taken a job elsewhere during the summer when the interviews
were conducted.

There was a reduction of about one-fourth in the average num-
ber of calls required to complete an interview where a telephone
appointment had been made first. An average of 1.7 calls/
completed case were necessary with the phone appointment,
while 2.3 calls/completed case were necessary where no appoint-
ment had been made in advance. Table 5.1 shows the detailed
number of calls for the two groups. This reduction is due to the
much greater probability of completing an interview on the first
call if a telephone appointment is made.

The sample sizes for the two groups are not exactly the same,
although the initial samples were identical. This is due to the fact
that about 10 per cent of the group which was selected to receive
the initial phone call did not have phone numbers available..

It should be noted that there was very little clustering in the
sample of teen-agers, which made it unlikely that more than one
respondent could be contacted on any visit to a segment. Thus,
any trip made when the respondent was not available for inter-
viewing was usually wasted. On the other hand, where there is
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more clustering, it may be possible to interview an alternate re-
spondent if the initial one is not available.

Happiness Studies in Prince Georges County, Maryland

Another opportunity to test telephone appointments was pre-
sented when early in 1963 Norman Bradburn and David Caplovitz
of NORC conducted a large study of mental health related be-
havior which became known as the Happiness Study (Bradburn
and Caplovitz, 1965). As part of this study, a special sample was
drawn in Prince Georges County, Maryland, using as its major
source the street address listing of the area telephones supplied
by The Chesapeake and Potomac Telephone Company. Since
phone numbers were available for most selected households,
interviewers were instructed to make a phone appointment with
at least one household in a segment before travelling to the area.
Once in the area, they could make additionai calls on other se-
lected' households. The purpose of these instructions was to
eliminate those trips to the segment which resulted in no com-
pleted interviews.

Table 5.1 Number of Calls Required To Complete Interview of
Teen-agers by Type of Initial Contact (NORC Study of Adult
Education, 1962), Per Cent

Number of Calls

. Telephoned Direct Initial
Required To f . C
¢ lete Intervi or Appointment ontact
omplete Interview

One 61.6 E 40.5
Two 244 29.3
Three ’ 6.9 15.2
Four 2.5 5.8
Five 2.8 3.6
Six 0.6 1.7
Seven 0.6 1.7
Eight 0.3 0.8
Nine - 0.6
Ten 0.3 0.8

Total 100.0 100.0

N (320) (361)

Average number of calls . 1.69 2.28
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There has been some feeling among field supervisors that it is
easier for a respondent to refuse to be interviewed if the request
for an appointment is made by phone. For this study, interviewers
were told to ignore phone tefusals. That is, if the respondent re-
fused to make an appointment when the interviewer phoned, the
interviewer made a personal call (or repeated calls) until an inter-
view or a firm refusal was obtained.

While a controlled experiment in Prince Georges County would
have been desirable, it was not attempted, since nearly all the
interviewers used in this study had no previous experience. Thus,
the experiences in Prince Georges County must be compared to
those in the other cities where normal methods were used. These
comparisons are given in Table 5.2- which shows the cooperation
rates and number of calls in each of the sample locations.

The major problem in interpreting Table 5.2 is to decide which
place or places to compare with Prince Georges County. The
sample of the top ten standard metropolitan areas is perhaps the
best group for comparison, but it includes New York, Chicago, and
Los Angeles, where interviewing is especially difficult. The sample
of Warren, a suburb of Detroit, consists entirely of single-family
dwelling units, while many Prince Georges County househoids
live in large apartments. The lower-class Negro neighborhood in

Table 5.2 Cooperation Rates and Number of Calls Required by Type
of Initial Contact (NORC Happiness Study, 1963)

Initial Contact

Coaperation

in Segment b Personal Contact
ond Calls Phor?e: Princz i
Required Georges County Top 10 Chicago, -Detroit, Warren,
Metro . .
Mil. Mich. Mich.
Areas
Total number of
cases 1,150 226 283 504 384
Completed number
of cases 909 165 21 451 328
Cooperation rate 79.0% 73.0% 78.1% 89.5% 85.4%
Number of calls/
case 215 3.33 3.38 3.63 2.65
Ratio: 26 County 1.00 65 64 59 81

Other areas
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Detroit and the white ethnic neighborhood in Chicago are also not
comparable. The best that can be done is to note that the coopera-
tion rate in Prince Georges was about average for the other areas,
and that the number of calls per case was reduced 20 to 40 per
cent, depending on the area used for comparison.

Having established the usefulness of telephone methods, a con-
trolled experiment was conducted in Prince Georges County on
the third wave of the Happiness Study. Interviewers were ran-
domly divided into two groups. The experimental group was
instructed to call for an appointment before making a personal
visit. It should be remembered that all respondents had already
cooperated once and were being revisited to observe changes in
happiness states. The control group were given no special instruc-
tions on how the initial contact should be made, but some of
them also used phone contacts, since phone numbers were avail-
able from the first wave and most of the control group inter-
viewers had earlier used phone contacts.

Table 5.3 compares the cooperation rates of the two groups as
well as the number of calls, number of trips, and total travel time
required. There were no differences in the cooperation rate, but
there was a reduction of 10 to 15 per cent in the calls and travel
time required by the group instructed to make phone appoint-
ments. This difference probably would have been larger if some
of the interviewers in the control group had not also used tele-
phone contacts. '

Table 5.3 Cooperation Rates, Number of Calls, Number of Trips, and
Total Travel Time by Type of Initial Contact (NORC Huppmess Study—
Wave llI: Prince Georges County)

) 2) " Ratio
Instructed to ‘ . 1
: No Special =L
_ Telephone for 2 (2)
T Instructions
Appointment ‘

Cooperation, Calls, Trips,
and Travel Time

Total number of cases ) 690 576

Completed number of cases 541 452

Cooperation rate 78.4% ' 78.5%

Calls/case 217 2,60 - .83
Trips/case .90 95 95

Travel time/case (in minutes) 109 124 - .88
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USE OF TELEPHONE CALLS FOR THE SCREENING

OF RARE POPULATIONS

The proportion of blind persons in the population is variously
estimated as between fourteen and twenty per thousand popula-
tion, depending on the severity of the visual impairment. 1t is
clear that a very large number of housecholds must be screened
to obtain sufficient cases for any detailed analysis of the blind.
A screening based entirely on personal interviews would be very
.expensive, even if only a few minutes were spent in each household.

During the winter of 1963, the American Foundation for the
Blind in collaboration with Western Reserve University under-
took a pilot study of visual impairment in Cleveland. The actual
sampling and field work for this study were conducted by NORC
(Josephson and Sussman, 1964). [t was decided to use telephone
screening methods wherever possible and to supplement these
telephone interviews with a smaller sample of personal interviews
in households which had no listed telephone. Based on past ex-
perience, we felt that cooperation rates using phone methods
would be the same as those using face-to-face interviews and that
costs would be very much lower. The pilot test was designed to
verify this hypothesis, and it did, as can be seen in Table 5.4. In
addition, the pilot test was designed to compare the accuracy of
reporiing of visual impairment by phone as compared to other
procedures. ’ V

The sampling frame for this study consisted of the 1961 edition
of the Cleveland Street Address Directory. This directory was
two years old at the time of the study, but the timing of the pilot
test made its use necessary. (The new directory was published
shortly after the study was completed.) Because of the age of the
directory and the control requirement that families which had
moved be excluded, there were substantial losses from the initial
sample due to vacancies and moves. These losses were greater
among the households- without listed telephones, which merely
means that the poorest households without telephones were more -
likely to move than were average households.

Similarly, the cooperation rate was lower among households
without phones, mainly because of the greater difficulty in lo-
cating them. In any event, Table 5.4 indicates that the cooperation
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rate among the households screened by phone was 83 per cent,
which is as good, or slightly better, than the cooperation rate
usually achieved in Cleveland by face-to-face methods.

Since the costs of phone screening in Cleveland were only one-
third as much as the costs of face-to-face screening, the optimum
allocation of sampling resources would suggest that the sampling
rate for unlisted phones should be about 60 per cent (1/4/3) that
of phone households (Hansen, Hurwitz, and Madow, 1953, pp.
220-23). Naturally, households without listed phones cannot be
ignored, since they differ substantially from households with
phones.

The pilot test also demonstrated that accurate reporting of
visual impairment could be obtained over the phone. While it was
encouraging to note that the rate per thousand population of
those reported as having serious trouble seeing even when wearing
glasses was almost identical in the telephone screening and in the
National Health Survey (19.3 and 19.8, respectively), this could not
be regarded as conclusive since the samples are by no means iden-
tical. Instead, direct validation of phone results was conducted.

To check for under-reporting of visual impairment, 174 house-
holds were re-interviewed, providing data on about 550 household
members. Only one new case of visual impairment was reported in

Table 5.4 Cooperation Rates and Costs in Cleveland Pilot Study of
Visual Impairment

Cooperation and Costs Phone Face-to-Face
N Per Cent N Per Cent
Total original sample 2,778 369
Vacant or designated house-
hold moved 333 i
Net sample 2,445 100% 238 100%
Completed 2,018 83 183 77
Refusal or break-off 254 10 22 9
Not home 115 5 26 11
Miscellaneous unavail-
ability (ill, language :
problems, etc.) 59 2 7 3

Cost/completed screening $1.50 $4.50
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these face-to-face interviews, and even here the impairment was
not severe, with the individual being reported as able to read a
newspaper with glasses. Even with this small sample, it seems
clear that there could have been no substantial under-reporting
due to the use of phone screening, as compared to face-to-face
interviews,

Over-reporting .of impairment was similarly checked by the use
of eye charts with 122 respondents who had been reported as hav-
ing visual impairment. It should be noted that over-reporting is
not a critical problem, since with a rare population one would
usually obtain more complete information in a follow-up inter-
view after the screening.

Generally, the pilot test proved highly successful and plans are
now being made for larger studies of the blind, utilizing the tech-
niques developed in Cleveland.

USE OF LONG-DISTANCE TELEPHONE INTERVIEWING

WITH PHYSICIANS -

Surveys of physician attitudes on various health issues are often
difficult and costly because doctors are so busy that they are
seldom available for interviewing. Doctors are an especially dif-
ficult group to contact, but other occupations, primarily man-
agerial, professional, and sales also present the same problem on
a lesser scale. Telephone interviews are frequently more conve-
nient for the respondent and the interviewer.

A demonstration of the usefulness of telephone methods was
provided recently in a study of New York State physicians con-
ducted by NORC for the Columbia University School of Public
Health and Administrative Medicine. Telephone interviews aver-
aging an hour and a half in length were completed with 80 per
cent of the selected sample. While most of the interviews were
done over the telephone, a small subsample of cases were con-
ducted in person to allow for comparison between the two meth-
ods. The comparison of physician responses has been made by
Colombotos (1965). He finds that generally the response differ-
ences between the phone and face-to-face method are negligible.
Where there are any differences, the phone method appears to
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_ obtain responses which are less distorted in the direction of social
acceptability than are responses obtained in face-to-face inter-
views. This confirms earlier results which suggest that the less
personal the method, the less the bias toward socially acceptable
answers. (See Chapter 4)

The cost comparisons shown in Table 5.5 mdncate that tele-
phone interviewing reduced interviewer costs about 22 per cent in
New York City and about 26 per cent in Orange County. It should
be noted, however, that toll charges in other upstate New York
counties were substantially larger than toll charges in Orange
- County, particularly if the calls originated from New York City.
It is clear that careful consideration must be given to telephone
rate structures before deciding to use long-distance telephones.

The.major advantage of long-distance phones, however, is the
ability to do a study quickly without hiring and training a new
staff of interviewers. In this Upper New York study, the doctors
were widely scattered. To have conducted all. interviews face to
face would have required the hiring and training of new inter-

Table 5.5 Costs per Completed Case for Phone and Personal
Interviewing '

New York Physicians
Ratio
-~ (N 2
Costs . Phone Personal 0
_ 2
New York City: . :
Total cost/case g $ 8.45 $10.88 78
Total cases (34) 37
Orange County, New York:
Interviewing costs/case $ 6.65 $16.12
Tolicosts/case . ) 5.21 -
Total costs/case ‘ 1186 16.12 .4
Total cases (24) (40)
Other New York counties:
Interviewing costs/case ©$6.24
Toll costs/case 3.93
From New York City toll ’
costs/case ' - 12.47
From other places toll
costs/case 7.55
Total costs/case 15.17

Total cases i ' (645)
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viewers, since some of the doctors who fell into the sampie lived

~ several hundred miles from the nearest interviewer. Hiring and
training a new staff adds substantially to the interviewing costs,
as well as the time required to complete the study. This additional
time to hire and train, and conduct the interviews face to face
would not be reflected in the direct interviewing costs, but would
show up in costs of analysis and overhead charges, and thus in
the total study costs.

SUMMARY

The experiments described in this chapter give additional ex-
amples of the value of telephone methods in the interviewing
process. The use of telephones to make appointments before in-
terviewing reduced the number of calls required by about 25 per
cent, Telephone screening for visual impairment cost only one-
third as much as personal screening. Finally, telephone interview-
ing of doctors reduced costs about 25 per cent as compared to
personal interviewing in New York, and made it possible to sam-
ple a scattered population in upper New York State without
hiring and training new interviewers. In none of these experi-
ments was there any indication that the telephone results were
less satisfactory than those obtained from personal interviews.

The telephone is not always appropriate for survey interview-
ing. Where the study design requires the respondent to be pre-
sented with cards to read or other visual stimuli, personal
interviewing remains necessary—at least until visual phones be-
come standard in American homes. Meanwhile, telephones re-
main an extremely versatile tool for reducing the cost of surveys
without affecting quality.
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INTRODUCTION

The survey research interviewer and the job that she does
should be of particular interest to social scientists. The inter-
viewer is the chief collector of the raw data used in social analysis.
Her work influences both the quality and- cost of social research.
Hyman and others (1954) of the NORC staff have discussed in
detail the effects of interviewers on the interviewing situation.
Cost data, however, have not been generally available, but have
become even more necessary as survey costs have risen precipi-
tously over the past two decades, largely because of increases in
interviewing costs. In order to reduce costs, it is necessary to
recognize how they originate, and this is the first aim of this
chapter.

Morcover, the occupational role of the interviewer is of intrin-
sic interest. Interviewers spend most of their time in the field
under very little supervision. In this respect, they are similar to
salesmen, social workers, and public health nurses. The pay
method for interviewers differs from that of the other occupations,
since interviewers are paid on an hourly basis, while the others
work for either a fixed salary or commission. This might be ex-
pected to influence the interviewer’s shaping of her job. A com-
parison of interviewing with other field occupations is given in
the second part of this chapter.

The two parts of this chapter are closely connected, since
better understanding of the interviewing role leads to hypotheses

68
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about methods for controlling or reducing interviewing costs.
These will be discussed in the next chapter.

METHODS OF DATA .COLLECTION

Each of the tables to be presented in this Chdptel‘ will be de-
scribed in detail, so that the differences in the methods used will
be clear. In general, the results are based on analysis of time
- sheets submitted either for the special study or routinely. These
figures are certainly subject to memory or clerical errors by the
person submitting them, and even the likelihood of deliberate dis-
tortion should not be overlooked. Nevertheless, they appear to be
of sufficient accuracy for the types of analysis attempted here.

Somewhat more troublesome is the fact that time records are
not always kept the same way, so that some of the differences ob-
served may be artifactual. For example, to anticipate the detailed
discussion below, it is often difficult to separate the actual inter-
view from time spent in the home in introduction and in general
conversation.

The nature of the task and of the organization conducting the
field work also have an influence on the time allocations. This
will be discussed when the tables are analyzed, but a discussion of
individual interviewer differences is left to Chapter 8. Finally,
however, it should be noted that even with ali the possible reasons
for non-comparability, there do appear to be great similarities
between survey organizations and between interviewing and other
field occupations, and it is these similarities, rather than the dif-
ferences, which are the most significant findings presented.

NATIONAL OPINION RESEARCH CENTER INTERVIEWER

TIME ALLOCATION

Table 6.1 presents the actual time and percentage of interviewer
time spent on various tasks for six NORC studies conducted
during the period 1958-1964, and for an earlier 1947 study. Since
the methods used for obtaining these results were generally similar
for all studies, they need only be fully described once. The differ-
ences that are observed are due not to different methods of data
gathering, but to the peculiarities of the particular studies.

The two main sources of information on time spent by NORC



Table 6.1 Percentages of Interviewer Time Spent on Various Tasks and Actual Times for Seven NORC Studies

Percentage of Time Spent

1947 - Actual Times/Interview in Minutes

Task Probability Samples Block-quota ‘ (Study and Clerical Time Is Total/Study)

Quota
Study Study Siudy Study Study Study Study Study Study Study Study Study  Study  Study
1 2 3 4 5 6 7 2 3 4 5 6 7
Study 17 8 4 13 12 9 704 424 172 19% 178 85 -
Clerical 8 1 1 2 1] 4 47 307 366 73 26 150 35 -
Editing. 11 11 1t 13 9 12 " 39 11 24 23 14 15 -
Travel to segment 21 22 29 17 17 18 ' 74 21 67 25 27 23 -
Travel in segment 14 19 17 15 14 16 32 40 19 39 27 22 20 35
Interviewing 32 33, k13 40 38 41 21 114 32 86 -70 60 52 23
Total 100 100 100 100 100 100 100
Total interviews 2,115 15,690 2,563 1,470 1,449 1,688 1,223

Total
interviewers 186 295 119 i61 160 231 88
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interviewers are the questionnaire itself and the Interviewer’s
Time Report. At the beginning and end of each questionnaire the
interviewer records the time so that length of interview is known.
While interviewers are instructed to enter the times concurrently
with the interview, there is some indication that there are two
possible sources of error in these figures; some interviewers re-
cord the times that they enter and leave the house, while some
interviewers forget to enter the times during the interview' and
fill them in by recall when they edit their questionnaires. In both
of these cases, the tendency is for the interviewer to overstate the
length of the interview by including non-interviewing time in the
‘household such as waiting and post-interview conversation. In
addition, this method does not account for any interruptions in
the middle of an interview. For interviews which average about
an hour or longer, these errors do not appreciably change the per-
centages shown in Table 6.1, but for short interviews (such as the
Census Enumeration) these errors could be large. ‘

The other source of information on interviewer time allocation,
.the Interviewer’s Time Report, is the form routinely used by in-
terviewers to report their time so they can get paid. A copy of this
form is included in the Appendix (p. 229). The Time Report is
divided into three sections: travel, interviewing and other tlme
Other time includes study, clerical, and editing time. ‘

Study time is defined as the time spent by the interviewer in
reading the instructions and specifications for a study and in doing
any practice interviews required. It does not include any time
spent in personal training by a field supervisor or in ‘group ses-
sions. When these personal training sessions are held, the 1nter-
viewers involved are generally paid a fixed amount.

Clerical time is time spent filling out forms, including the time
report, and in sending and receiving mail in connection with a -
study. It includes trips to and from the post office to pick up.
packages or mail completed questionnaires. It may also include
the mailing of special letters explaining the purposes of a survey
to respondents, if this is done.

Editing time is the time spent by the interviewer after the inter-
view to insure that her writing is legible, that no questions have
been erroneously. omitted, and that any ambiguous answers are
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clarified. There is great variability between interviewers on this
category, since some interviewers use shorthand during the inter-
view and transcribe later. There is some difficulty in separating
out editing time from travel time within a segment. Many inter-
viewers do their editing while waiting for the next respondent to
become available, and thus their time sheéts show a combined
category of editing and waiting. In these cases, the time spent
editing a questionnaire is estimated from those questionnaires
of the interviewer which were edited when no waiting time was
involved.

Travel to segment is derived from the travel column on the time
report. It includes time to the segment from the interviewer’s
home and return. It also includes any travel time from one seg-
ment {o another. It is generally not too difficult to separate this
time from the time spent by the interviewer within the segment.

Travel in segment is defined as all time in a segment not spent
on the actual interview, Travel in segment includes all waiting
time, and time in a respondent’s home spent in conversation not
part of the interview, as well as time spent locating the proper
house in the segment and knocking on doors. Also included here
is the time the interviewer spends on the telephone making ap-
pointments for interviews. This type of travel time is not always
directly noted by interviewers filling out the present time sheet.
It is sometimes included under travel time, sometimes under in-
terviewing time, and sometimes under other time. In coding the-
time reports, cross-checks are made with questionnaires. If the
interviewer combines waiting time or other time within the seg-
ment with the interview, the length of the interview as obtained
from the questionnaire is subtracted from the total time shown
and the balance is called *“‘travel in segment.”” Even where the
interviewer has separated her time, cross-checks still are made to
the questionnaire to insure that dates and times agree. If not, the
normal procedure is to adjust the time report to the questionnaire
since times in the questionnaire were presumably filled out im-
mediately, while the time report is generally filled out later.
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SPECIAL INTERVIEWER RECORDS

Segment Call Record

Because of difficulties encountered with the time report a new
method of accounting for interviewer time was used on the last
probability sample study (Study 3) described in Table 6.1. For
this study, a very much simplified time sheet was used in com-
bination with a segment call record sheet. The two forms are
included in the Appendix (pp. 230-31). The segment call record,
which is kept by the interviewer while she is in the ségment, re-
cords the times for each of the following steps in the interviewing
process: travel to and from segment, travel within segment, wait-
ing for respondent, seeking or talking with respondent, and actual
interviewing. ' v

Naturally, a cost analysis of interviewer time using this form is
far easier and more exact than one which uses recall on time rec-
ords. On the other hand, some interviewers found the record
keeping of this form to be burdensome. Currently, the segment
call record is being used for those studies where detailed cost
analyses are required, but is not used routinely.

Interviewer Log

The results of the 1947 quota sample shown as Study 7 in Table
6.1 were based on an interviewer log developed especially for that
study. Data are not available separately on the amounts of study,
clerical, editing, and travel time to segments. The analysis of
the field operations on this study were done by Stephan and
McCarthy (1958).

INTERVIEWER TIME ALLOCATION AT THE CENSUS
BUREAU AND SURVEY RESEARCH CENTER

1960 Census ' :

Table 6.2 gives the percentage of enumerator time spent on
various tasks, both for the 1960 census and the Current Popu-
lation Survey. The figures have been re-worked from the census
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documents to make them as comparable as possible to the data in
Table 6.1 Naturally, different methods make full comparability
impossible. Thus, the training for the 1960 census was done on a
personal basis, so there is no study item included. The Current
Population Survey also has no provision for study since this is
not measured on CPS time sheets. CPS interviewers are paid a
fixed amount for studying any special instructions sent them.

The 1960 census results are found in Enumeration Time and
Cost Study (U. S. Censuses of Population and Housing, 1960,
1963). During Stage I of the enumeration, information was ob-
tained on five characteristics for each member of the household
and for ten characteristics of the housing unit. If the household
had filled in an Advance Census Report form, the enumerator
transcribed the information from the form to the enumeration
book; if not, he obtained the responses by questioning the house-
hold member.

At one-fourth of the housing units, enumerators left additional
forms to be filled out and mailed. During the Stage II enumera-
tion, the enumerator received all the individual questionnaires
that were mailed in, and made addmonal visits or phone calls to
obtain missing information.

Information on enumerator activities was obtained by havmg a
records clerk accompany randomly selected enumerators and
record what they did and how long it took. The Census Bureau

Table 6.2 Percentages of Enumerator Time §penf on Vanous Tasks,
1960 Census’ and Current Population Surveys

1960 Census
) Task Stage | Stage |l CPS
Clerical (transcription) 21 ) 38 20
Editing (field review) 6 7 -
Travel to segment 6 = 35
Travel in segment 30 12 14
Interviewing 30 23 31
Miscellaneous 7 20 -
Total 100 100 100

Urmod States Censuses of Population and Housmg 1960 (1963, pp. 27, 32, 36).
* Bureau of the Census, Miscell, Data A dum No. 3 (1958).
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made no attempt to estimate what the effect of the records clerk
was on the enumerator. Clearly, it led to more accurate recording
of time than would a time sheet, but it could also have influenced
the enumerator’s work habits. ,

Transcription to the various FOSDIC schedules was not mea-
sured in the field, but was estimated by the Census Bureau from
established standards. In general, this work was done after the
canvass was.completed. Editing time (field review) was defined to
include the quality control inspection of the enumerator’s work
by a crew leader or field reviewer, the time it took the inter-
viewer to travel to the field review, the time the interviewer
waited for the reviewer and the time spent on payroll computation.

Travel time to the segment was an insignificant part of the
enumerator’s task and is not even shown for Stage II. For Stage I
it averaged seventeen minutes one way or thirty-four minutes
round trip per average assignment of thirty-two. Thus the average
travel time to segment per household was about one minute.

Current Population Survey

Interviewer allocation of time on the Current Population Sur-
vey -is found in Miscellaneous Statistical Data Memorandum
No. 3 of the Bureau of the Census." In general, the definitions used
there are comparable to those of NORC. The data for the CPS
are obtained from interviewer time records, which were kept to
obtain this detailed information. The standard CPS time sheet
asks only for starting and finishing times each day.

Survey Research Center

The data in Table 6.3 are from a paper by Goodman and
Cannell of the Survey Research Center, University of Michigan
(n.d.). The data were compiled from detailed time and expense
reports submitted regularly by interviewers. As at NORC, these
were the sameé records that were used to compute the pay an in-
terviewer received. Both surveys were national probability sam-
ples, with the interview lasting forty-five minutes to an hour. On
the first study the interviewer took notes and transcribed these

'I am grateful to Dean Webber, the author of this memo, for making it avail-
able to me.
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notes afterwards. On the other survey, answers were written on
the questionnaire during the interview.

COMPARISON OF THE VARIOUS NORC STUDIES

This section will discuss the reasons for the differences in inter-
viewer allocation of time on the various NORC studies. No at-
tempt is made here to examine differences between interviewers
on the same study. This analysis is left for Chapter 8.

Table 6.1 suggests that while actual interviewer times vary
considerably from survey to survey, percentages are more stable.
Study and editing time would normally be expected to increase
with the complexity of a study, as would the length of interview,
Travel time remains fixed with respect to length of interview, but
is larger for probability samples. Some more specific comments .
on reasons for variability for each task may indicate how the
nature of the assignment determines interviewer time allocation.

Study Time

Study time for a survey depends mostly on the complexity and-
length of the specifications. There is a correlation of .94 between
length of specifications and actual study time required for the six
‘studies. Roughly, each page of specifications requires on the
average about five minutes of study time with an additional fixed
time of an hour regardless of size. While these figures are crude,
since they are based on only six studies, they do give some basis
for suggesting to the interviewers how much time should be
allocated to studying.

Table 6.3 Percentages of Interviewer Time Spent on Various Tasks
on Two Survey Research Center Studies

Task Survey A Survey B
Study, clerical and miscellancous n. 24
Editing . 26 -
Travel to and in segment 30 44
Interviewing ) 23 ) 37
Total © 100 100

Sourcer Roe Goodman and Charles F. Cannaell {n.d.}.
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The size of specifications for the six studies were:

Pages of ‘Total Study

Study No. Specifications Time (Minutes)
1 118 704
2 97 . 424
3 42 172
4 14 199
5 14 178
6

7 o 85

Clerical Time

Interviewer time spent on clerical tasks can be almost com-
pletely determined by the field department. The variability in the
clerical times seen in Table 6.1 is due to the different tasks re-
quired of interviewers. For example, on the first study in Table
6.1, interviewers were required to use stamps to mail packages of
completed interviews back to the office instead of using business
reply ‘envelopes which have since become standard. This meant
frequent trips to the post office to have the packages weighed and
to buy stamps as well as additional entries on the time sheet. On
the second and seventh studies clerical time included the filling
out of special records showing how interviewers spent their time.

Generally, it is more efficient to have clerical jobs done in a
central office. This suggests that whenever- possible, question-
naire kits and other interviewer material should be assembled
before mailing, rather than by the interviewer, and that inter-
viewer trips to the post office be avoided by putting stamps on
mailing envelopes in advance or by paying postage when question-
naires are returned.

If one were only concerned with reducing clerical time, the
use of detailed logs of interviewer time should be avoided. These
records are very valuable, however, in the kinds of studies dlS-
cussed in this chapter.

Editing Time '

Editing time is directly related to the length and difficulty of
the questionnaire. There is no direct measure of this, but the
length of time required to conduct the interview is a good indica-
tion of this. Editing time is correlated .96 with interviewing time,
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and generally requires about one-third as much time as does the
interview for the six NORC studies in Table 6.1

Travel to and in Segment

Travel to and in segment depends on the number of trips re-
quired, which is. partly a function of the cluster size and call-back
instructions. Naturally, the location of the interviewing staff in
relation to the segments is also important, but this is usually
unchanged from survey to survey. Since travel costs form a large
part of the total costs of an interview, they will be discussed in
detail in the next chapter, which will examine the effects of loca-
tion and size of primary sampling unit as well as call-back instruc-
tions and cluster sizes.

The comparisons between probability samples and quota sam-
ples in Table 6.1 indicate some differences, but the magnitude of
these differences is smaller than might be expected. For travel in
segment, there is hardly any difference between the probability
and quota samples, For travel to segment, quota samples require
somewhat less time, since call-backs are not required and the
number of trips is reduced. The quota samples in Studies 4
through 6 are those which specify the starting address for an
interviewer and the path she must follow but do not require her to
return to a dwelling unit if no one is available. In addition, these
studies all specified the proportion of employed and unemployed
women to be interviewed, as well as the proportion of men over
and under thirty years of age.
~ In contrast, the 1947 quota sample imposed no geographic lim-
itations, but required the interviewer to obtain a specified num-
ber of respondents in each of several rent levels. The high
proportion of travel time on that study was probably due to the
fact that the rent quotas used at the time were out of date, re-
quiring a long search by the interviewer to find respondents in
the lowest rent levels. In addition, the search procedure of inter-
viewers at the time was inefficient, since many tried to fill their
lower rent levels by searching in higher rent neighborhoods.

Interviewing ,
The length of time spent interviewing depends on the length
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and complexity of the questionnaire. So far as is known, there is
no good way to estimate how long it will take to administer a
questionnaire without actually pretesting it. Table 6.1 shows,
however, that the percentage of time spent interviewing is fairly
. stable for the first six NORC surveys, varying only from 32 to 41
per cent. Only for the 1947 quota study does the percentage of
-interviewing time drop to 21 per cent. There are two reasons for
this: (1) the large percentage of time spent traveling, which was
discussed above, and (2) even more important, the fact that this
1947 interview took only about fifteen minutes in contrast to the
other studies where the interview was three or four times longer.
It is clear that short interviews of a half-hour or less result in
less time spent interviewing, but there is no increase in this per-
centage as interviews get longer than about forty-five minutes.
The very long interviews make it hard for the interviewer to com-
plete more than a single interview per trip, and this balances the
increase of the ratio of interviewing time to travel time per trip.

COMPARISON OF NORC, CENSUS, AND CPS

The chief difference between the NORC studies and the CPS
and census enumeration is the length of interview. The average
NORUC studies in Table 6.1 are about an hour long, while the
census enumeration was less than ten minutes, and the CPS in-
terviews run about fifteen minutes. This explains why NORC
interviewers spend slightly more of their time on actual inter-
views. Thus, for the 1960 census, the actual time spent interview-
ing was only 5.4 minutes in Stage I and 2.8 minutes in Stage II.
With such short interviews, the amounts of time spent in the
house before and after the interview were large relative to the
actual interview. If one included all time in the house as inter-
viewing time, then the Stage I percentage of interviewing time
would be 45 per cent instead of the 30 per cent shown in Table
6.2, and the Stage 11 percentage would be 28 per cent instead of
23 per cent. Perhaps these percentages as well as those in Table
6.2 should be considered when making comparisons to NORC
and Survey Research Center results.

"Of greater significance than the differences are the snmllarltles
Note the percentage of time spent interviewing on the CPS, which
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follows a strict probability sample design as compared to the
three NORC studies using probability samples. The CPS figure
of 31 per cent of time spent interviewing is quite close to the three
NORC percentages of 32 per cent, 33 per cent, and 38 per cent.
This close agreement between different survey organizations on
percentage of time spent interviewing is also confirmed by the data
of the Survey Research Center in Table 6.3.

It can be seen that for Survey B, which is the more usual type
of survey, the Survey Research Center percentage of interviewing
time, 32 per cent, is in good agreement with the CPS figure of 31
per cent and the NORC percentages of 32 per cent, 33 per cent,
and 38 per cent. .For Survey A, if interviewing and editing are
combined, they account for 49 per cent of the time of Survey
Research Center interviewers. Similarly on the three NORC prob-
ability sample studies, interviewing and editing combined account
for 43 per cent, 44 per cent, and 49 per cent of the total time.

To summarize these results: Although there are substantial
differences between the requirements for different studies, and
although different survey organizations have different require-
ments and medsure interviewer time allocation in different ways,
there is a surprising uniformity in the percentage of time which
interviewers spend on their chief task—interviewing. For proba-
bility samples, it is a safe generalization that interviewers spend
about one-third of their time interviewing and two-thirds of their
time on less critical tasks. ,

How this compares to other occupations is the subject of the
next section'of this chapter. It will be seen that these results for
interviewers are remarkably similar to those of o&ther field
occupations.

OTHER FIELD OCCUPATIONS: SOURCES OF DATA

Salesmen ‘
Tables 6.4 and 6.5 show how salesmen, social workers, proba-
tion officers and public health nurses allocate their time to various
tasks. Table 6.4 summarizes five different reports on salesmen.
The data on wholesale drug salesmen is from Davis (1948). The
" time study was conducted by having an observer spend a complete
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day with a salesman from the time he left his house or hotel in
the morning until he returned at night. Since Davis felt that the
work of the salesman would be conditioned by the knowledge that
he was being timed, the salesman was not told of the time-study.
Rather the salesman was told that notes were being taken on the
methods he used for selling, and how effective they were, A total
of thirty-eight country salesmen and thirty-two city salesmen were
observed.

Selling time, which corresponds to interviewing time, included
promotional selling, dealer assistance, want-book selling, sales
promotion and collection and adjustment. Travel in is the time in
the store spent waiting at the start of an interview or if interrupted,
general conversation and idle time. Travel to includes travel and
meals. Clerical time is the time spent in writing up orders and
phoning orders into the wholesale house. ‘

The second study that deals with oil company salesmen is from
a study by the Atlantic Refining Company reported in Salesweek
(1960). Details of how this study, and the other salesmen studies
in Table 6.4, were conducted are not available. Ordinarily, one
would not be willing to give much credence to these studies, ex-
cept that they all seem to say about the same thing. The study of
carpet salesmen is cited by Brown (1961), while the study of mis-
cellaneous salesmen is also in the Salesweek article mentioned
above. It is based on a study of 255 salesmen in nineteen different
fields. The data on steel salesmen are from the personal files of
Allen Jung of Loyola University (Chlcago), who obtained them
while working in the steel industry.”

Social Workers

Table 6.5 shows the time allocation of social workers and pubhc
health nurses. Three different studies of social work occupations
show great stability in the percentage of time spent interviewing.’
The first study deals with probation officers in Contra Costa
County, California (Contra Costa Probation Department, 1959).
Individual deputies kept daily logs for a seven-week period, and

?Personal communication from Allen Jung.

*1 am indebted to Edward Schwartz of the School of Social Servuce Adminis-

tratlon, University of Chicago, for bringing this data to my attention and mak-
ing it available to me.
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the tasks were coded using the following classifications: inter-
viewing included personal and phone contacts with the proba-
tioner; study included conferences with supervisors and with other
deputies, psychologists, etc.; clerical included all office paper
work; travel appears to be what would be called travel to segment

Table 6.4 Percentages of Salesman Time Spent on Various Tasks

Wholesale Drug®

: o Steel’ Carpet® Miscellaneous’
City  Country
Study-

(preparation) - - - - - 9
Clerical 4 2 - 6 - -
Travelto 33 32 37 {72 - -

Travel in 26 25 . 16 - 45

Selling 37 41 45 22 40 36

Miscellaneous - - 2 - 60 -
Total 100 100 100 100 100 100

“Davis (1948, p. 59).

*Salesweek (December 12, 1960, p. 13).
“Personal communication from Allen Jung.
“Brown ef al. (1961).

“Solesweek (December 12, 1960, pp, 12-13).

Table 6.5 Percentages of Time Spent on Various Tasks by Social
Workers and Public Health Nurses

Social Workers Public Health Nurses
Task Probation Foster Independent ] L e
.o Home .~ ¢ National Georgia
Officers » Adoption .
Placement
Study .
(conference) 9 3 24 2 .
Clerical (rec- :
ord keeping) 22 24 20 23 13
Travel 15 16 21 20 32
Interviewing - )
(in-home care) 39 38 35 54 55
Miscellaneous 15 9 - [ -
Total 100 100 160 100 100

“Cantra Costa County Probation Department {1959),
*Jewish Child Cara Association of New York (1952).
‘Depariment of Sacial Welkare, State of California (1958).
Department of Public Health Nursing, National League for Nursing (1956).
“Akin (1962, pp. 544-46). '
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by interviewers; and miscellaneous most closely corresponds to
travel in segment for interviewers. The probation officers are the
only male group of social workers in Table 6.5, but they are no
different than the other two groups. A

The second study concerns thirty-seven caseworkers of the
Jewish Child Care Association of New York (1952). They kept
tally sheets for twelve working days recording meetings and con-
ferences, telephoning, paper work, dictation, and travel. The
actual interviews and record reading in preparation for them were
not recorded separately, but were obtained by subtraction. Thus,
there is no way to separate out interviewing time from what we
would call study time. In Table 6.6, conference time is treated as
study time. Dictation and clerical work are both included under
clerical, although dictation from notes, which accounts for 13.5
per cent of the total time worked, could correspond to editing
shorthand questionnaires for interviewers. The 9 per cent of the
time spent on the telephone was classified as miscellaneous, al-
though it might aiso be compared to the interviewer’s travel time
in segment, since it involved making appointments for visits.

The final study by the Bureau of Management Analysis of the
State of California Department of Social Welfare concerns inde-
pendent adoptions caseworkers (Department of Social Weifare,
State of California, 1956). It is based on returns of a question-
naire to seven agencies asking them to estimate time spent on
various tasks. Since adoption is a complicated process, each of

Table 6.6 Compcmson of Percentages of Time Spent Interviewing,
Traveling, and in Other Tasks by Survey Interviewers and Other '
Field Occupations -

Occupation " Interviewing Traveling ther Total
Interviewers:

NORC )
Probability samples 34 40 26 100
Block-quota samples 40 32 28 100

Census 26 24 50 100

Current Population Survey 31 49 20 100

Survey Rescarch Center 28 37 35 100

Salesmen i 37 52 Sl 100
Social workers 39 17 44 100

Public health nurses 55 : 26 19 100
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the items in Table 6.5 is the sum of many individual steps. The
study and editing tasks are combined because the record of one
step becomes the material to be studied for the next; dictation,
however, is classified as a clerical task.

- Study time includes prepetition activity, preliminary steps,
review of case material after interviews, and conferences with
supervisors, attorneys and other professionals. Clerical includes
all dictation and preparation of files. Interviewing includes inter-
views with the adopting parents, the natural parents, the child,
and with other family members if needed. Travel time includes
actual time spent traveling and time spent telephoning to arrange
for appointments.

Public Health Nurses

Two studies are available on how public health nurses spend
their time. The first study is by far the more comprehensive one
{Department of Public Health Nursing, National League for
Nursing, 1956). It is a nationwide study of eleven public health
nursing agencies conducted by the Department of Public Health
‘Nursing of the National League for Nursing. Each agency did
two analyses five years apart, using special forms kept by the
nurses. Although no averaging is done in the report, the figures
in Table 6.5 are the simple averages of the twenty-two numbers.
Total home visiting time is divided into three parts: actual time
in the home, travel time, and preparation or post-activity. Staff
education is classified as study time, while community activities
are put into miscellaneous.

The second study is from Nursing Outlook and presents infor-
mation on a study of Georgia Public Health Nurses (Akin, 1962).
One hundred and eight nurses in five local health departments
kept daily time records for one week. For the visiting nurses,
time was divided into actual time in the home, travel tlmc and
preparation and post activity.

TIME ALLOCATION

Salesmen
Table 6.4 shows that about 37 per cent of a salesman’s time is
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spent in actual selling, with only small variation around this
average. Only the steel salesmen are substantially below average,
and while it is not clear why this is the case, it may be due to the
fact that their customers are more widely separated.

" What is surprising is that salesmen do not appear to be much
different from survey interviewers in the way in which they
allocate their time. This would suggest that method of payment
(commission vs. hourly rate) probably does not have a very large
effect on the percentage of time either interviewers or salesmen
spend on their main task. The difference of five percentage points
between the time spent selling and the time spent interviewing is
probably a maximum estimate of the effects of changing the com-
pensation system for survey interviewers.

Social Workers

The time spent in interviewing on all three social work. occupa-
tions averages 37 per cent and varies only from 35 to 39 per cent.
It is also striking to note that this is exactly the same average
percentage of time spent selling by salesmen, and is very close to
the percentage of time spent interviewing by survey interviewers..
Before speculating as to why these percentages are so close, data
will be presented for public health nurses who show a sharply
different pattern.

~ Public Health Nurses

Public health nurses spend a substantially greater part of their
time on in-home care (which corresponds to interviewing or sell-
ing) than do any of the other occupations studied.

It can be seen that nurses spend better than half their time
(54-55 per cent) in their chief function as compared to the other
occupations which average about one-third time. Table 6.6 pro-
vides a concise summary of the results of the earlier tables. Cer-
tainly one is led to speculate as to reasons why interviewing,
selling, and social work. show such strong similarities, and why
nursing differs. These speculations are presented in the final
section. ‘

SIMILARITIES IN VARIOUS FIELD OCCUPATIONS
In considering why interviewing, selling, and social work show
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such similar patterns, certain reasons can probably be rejected.
It might be argued that the agreement is coincidental, but this
seems extremely unlikely, given the fact that twenty different
studies are compared. While the argument that this is a chance:
- occurrence can never be fully discarded, there does appear to be
a reason that has a more rational appeal.

Since there is some ambiguity in the data for all these studies,
it might be thought that this agreement is artifactual—that the
summarization of the data was done in such a way as to bring
them into line with a preconceived hypothesis. This does not seem
to be the case. The greatest ambiguity in the data are in categories
other than interviewing. While there is often a question as to
whether something should be classified as study, clerical, or mis-
cellaneous it is generally easy to separate the actual interviewing
or selling from travel or waiting time in the reports analyzed,
although this does not insure the initial accuracy of these reports.
In addition, the results shown above differed substantially from
the initial hypotheses. Prior to data collection, it was felt that
there would be real . differences between interviewers, social
workers, and salesmen. Using a monetary reward framework, it
was felt that salesmen would spend the most time in actual selling,
since their commissions depended on the number of contacts they
made, while interviewers would spend the least time in actual in-
terviewing, since the longer it took them in non-interviewing ac-
tivities such as travel and study, the more they received. Clearly,
this indicates that method of payment is not the reason for the
similarities. ’

Nor does it seem likely that the characteristics of the persons
in these occupations are enough alike to cause these similarities.
Sex is not important since interviewers are mostly women, sales-
men are men, and social workers are both (at least, in this anal-
ysis). Education is not an important variable since social workers
generally have some graduate work, interviewers some college,
and salesmen are generally high school graduates (Davis, 1948,
pp. 41-53). Neither age nor family status are identical—interview-
ers tend to be middle-aged women with children in or through
with school, while social workers tend to be younger.

The reason for the similarities seems to lie in the job situation
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itself. The three occupations—interviewing, selling, and social
work—are all highly stressful in their most crucial component—
the personal contact with the respondent. The interview has gen-
erally been arranged at the request of the interviewer rather than
the respondent, and there is always the possibility of a slammed
door or a curt refusal. Even when the interview has started, the
interviewer is always conscious of the effort to keep it flowing
smoothly to a successful conclusion. The process can be so wear-
ing emotionally that the interviewer needs time to recuperate, and
s0 other activities are included as part of the job, be they traveling,
waiting, studying or clerical tasks.

‘It may be argued that social workers are not in the same fix as
are interviewers and salespeople, but for the three examples given
in this chapter there do appear to be real reasons for tension be-
tween the social worker and the respondent, and the social work-
ers have come to expect this tension. The data on the visiting
nurses seem to confirm this conclusion by contrast. The visiting
nurse is almost always invited into the home to give medical care,
and does not expéct to overcome any resistance in getting into a
home or during the treatment. Since there. is less stress on her,
she is able to spend a larger part of her time in the home.

If this is a valid conclusion, it has this consequence: It suggests
that manipulation of compensation or of details of the job would
have very little effect on the percentage of time which the inter-
viewer spent on the interview. The only way to increase time spent
interviewing would be to reduce tension, but this may not be pos-
sible. It may be that certain individuals are less sensitive to this
tension, and are thus able to spend greater parts of their time on
the actual interview. These people may not make the best inter-
viewers, however, since this lack of sensitivity could result in
more interviews of lower quality.

This analysis is not intended to suggest that each day will be
allocated the same way by workers in field occupations. Some
days may be spent entirely in interviewing, while on other days no
interviews may be conducted. It is suggestive, however, that a
majority of NORC interviewers never spend more than four hours
per day interviewing, either on probability or quota sample
studies.
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FURTHER RESEARCH SUGGESTED

The generalizations presented above suggest several areas of
additional study. It is not clear what part of the tensions are due
to the efforts required to keep the interview going, and what part
to the initiation of the interview with a possibly unwilling respon-
dent. It shouid be possible to obtain records or devise experi-
ments where appointments have been made for the interviewer. If
interviewer time allocation did not then change, one would con-
clude that the tensions were primarily due to interpersonal
contact. On the other hand, there are cases that require an initial
contact with a respondent, but no additional interactions. Such
tasks as store auditing and leave-and-pick-up questionnaires are
examples. Again one would look for changes in interviewer time
allocation as indicating effects of interpersonal contacts.

It would be extremely useful to obtain data on other occupa-
tions where a great deal of interpersonal contact is required, but
where the meetings are not initiated by the interviewer. Thus,
employment interviewers, sales clerks, and school teachers come
to mind as groups worth investigating. The time allocation of
people in occupations with little interpersonal contacts, such as
scientists and engineers, would also be illuminating.
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The Control of
Interviewing Costs

INTRODUCTION

There has been a continuing sharp dialogue between survey
organizations and survey interviewers about the cost of inter-
viewing. Most survey organizations bemoan the steady increase
in the cost of field work, while interviewers complain that the
increase has not been rapid enough. What is clear is that inter-
viewing costs have, in general, not been subject to meaningful
controls, so that there is no sensible way to analyze the cost
argument. The purpose of this chapter is to suggest methods for
controlling field expenditures. These controls do not insure the
reduction of field costs, although they increase the probability
of such cost reductions. The purpose of controls is to insure that
interviewers are paid in a way that seems rational both to them
and to the survey organization.

The current pay method, in almost universal use, is to pay the
interviewer at an hourly rate for all the hours she spends, includ-
ing portal-to-portal pay. Since the interviewer is not under super-
vision, this is indeed a unique method of payment. Other field
workers such as mailmen, social workers, or public health nurses
work on a salary, or, if salesmen, on a combination of salary and
commissions. Hourly workers are generally under tight supervi-
sion and control through supervisors and time clocks.

The origin of the current pay procedure goes back to the early
days of survey research when geographically uncontrolled quota
sampling was the sampling method used. Survey organizations
that wanted their interviewers to cover wide areas of the city
rather than to do all their interviews in a small area near their
homes found that paying interviewers by the hour and paying

i
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travel expenses. encouraged them to travel more. Of course, the
uncontrolled nature of the sampling made any method that paid
on a per case basis unsatisfactory to the interviewer.

There was the additional problem of interviewer cheating. It
was feared that payment on a per case basis would encourage in-
terviewers to invent results or at the least would lead to sloppy
work.

The gradual shift to area probability sampling caused no major
changes in the pay method since it had become so well established,
and since interviewers claimed that there was still much uncer-
tainty in finding a respondent home for any -given call. During
this period, the control of interviewer time sheets generally con-
sisted of checking the interviewer’s arithmetic. Some of the more
rigorous field organizations had a home office supervisor check
the time sheets for unusual entries, but as work load increased
this was one of the first checks that was dropped.

Although the pay method described above has been in almost
universal use for more than thirty years, some major problems
are connected w1th it:

1. The current procedure tends to reward the least experienced and
least efficient interviewers who spend the greatest amount of time search-
ing for respondents.

2. The interviewer is faced with the constant temptation to pad her
time sheet since neither she nor anyone else knows how long it should
take her to complete an assignment.

3. Internally, there is no good way to estimate the field costs of new
studies in advance, and it is frequently noted that field estlmates are too
low as compared to actual costs.

4. Checking of time sheet records is in itself a long costly operation
that generally accomplishes very little.

To summarize, the lack of controls of interviewer costs leads to
reduced efficiency both among interviewers and in the internal
supervision of interviewers. It makes it difficult to plan new sur-
veys and run a tight survey ship.
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ESTABLISHMENT OF CONTROLS BY THE BUREAU

OF THE CENSUS

The Bureau of the Census has been a pioneer in the develop-
ment of controls for field work, just as it has pioneered in many
other survey research areas. In 1956 the Bureau recognized the
need for such controls and the possibility of building them for
repetitive studies such as the Current Population Surveys. Later
this program was expanded, with only minor changes, to the Na-
tional Health Survey and the surveys of retail establishments for
the Census Current Business Reports. Primarily responsible for
this work have been Jack Silver and Dean Webber of the Field
Methods Research Branch.!

Since the census procedures have not been previously pub-
lished, it seems worthwhile to discuss them in detail, using the
Current Population Survey as a specific example. The basic pro-
cedure used is the analysis of the various parts of the enumerator’s
job and the establishment of standards for each of these parts
based on past experience. The standards depend on the size of
the PSU in which the enumerator works and the distance from her
home to the sample segments.

Consider, first, time spent enumerating. The standard may be
expressed as:

= Hti + Ttz + Bty + Lty + (H + T)ts,

where T, is the standard time allowed for enumerating,
H = the number of households completed by personal interview,

'The following memoranda, all within the Bureau of the Census, Department of
Commerce, describe the production standards programs for enumerators: Pro-
posed Model for Controlling the Cost of Enumeration in Field Surveys (July 27,
1956); General Administrative Memorandum No. 48, A Revised Procedure for
Computing Production Standards for Field Offices and Individual Enumerators
(October 8, 1956); Proposed Model for Controiling the Cost of CCBR Enumer-
ation (December 11, 1957); Proposed Models for Controlling the Cost of NHS
Enumeration (April 15, 1958); General Administrative Memorandum No. 70,
Procedure for Computing Performance Ratios for National Health Survey Inter-
viewers (May 28, 1958); General Administrative Memorandum No. 71, A Revised
Procedure for Computing CCBR Performance Ratios for Field Offices and
Individual Enumerators (June 3, 1958); Proposed Model for Controlling the Cost
of QHS Enumeration (June 11, 1963); and Production Standards Memorandum
No. 8, Procedure for Computmg Production Ratios for QHS Interviewers (June
18, 1963).

|
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T = the number of households completed by telephone interview,

B =the number of dwelling units for which no interview is
required, .
L = the number of segments prelisted or brought up to date, and
where t;| = in-segment time per completed personal interview other than
travel time, ’

1; = time per completed telephone interview,

3 = time per dwelling unit where no interview is required,

1. = time per segment prelisted or brought up to date, and

t; = handling time per completed interview—time spent at home
on clerical tasks related to the schedules.

The values for the standards by PSU size are shown in Table
7.1. These were the original 1956 values based on detailed time
records and may have since been revised by later field experience.

Next, to this time must be added travel time to, between, and
within the segment. Travel time standards depend on number of
trips required per segment, speed, and distance from the inter-
viewer’s home to the segment. The formula is expressed as:

: H
T, =(7\1 S - g)du“l + 2= ders + M S dal':a,
Az A2 ;

where T, = total travel time, .
number of segment visits per segment,

A=

A2 = average number of households completed per round trip,
H = number of households completed by personal interview,
d, = average distance between segments,

d; = average distance from enumerator’s home to a segment,

ds = average distance travelled within segments,
ri = average time per mile between segmenits,

r. = average time per mile to and from home,

r3 = average time per mile within segments, and
S = number of segments visited personally.

Il

The various values for the parameters are also shown in Table
7.1. Taken in order, the three terms of the formula are (1) time
spent travelling from one enumeration segment to another, includ-
ing call-backs and excluding travel to and from home; (2) time
spent travelling to and from home; and (3) time spent in a car
travelling within enumeration segments. (All travel from door to
door on foot is included in 1;.)
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From these rather formidable-appearing formulas it is possible
to develop easy computational procedures that depend only on the
size of the PSU and the distance that the interviewer lives from
the segment.

To see how the formula would work in practice, consider an
enumerator who was assigned sixty households in four segments
and, in addition, was assigned one segment for prelisting. From
his map it is found that the average distance (d.) between his
home and any segment is fifteen miles, and that the average dis-

Table 7.1 Basic Unit Allowances for CPS Enumeration by PSU
Group”

Allowance by

Line Workload Unit Type of PSU Group
No. Allowance -
1 2 -3 4
Households completed by: )
1 Personal interview . minutes 14.8 - 12.6 12.2 10.1
2 Telephone
interview minutes 2.1 94 8.9 9.9
3 TypeBnon- :
interview minutes 5 5 4 4

Allowance for auto travel:

4 Between enumera-

tion segments,

per mile minutes 35 31 24 2.2
S Between segment ' : -

and home, per

mile minutes 29 21 2.0 1.8
6 Within enumera- :

tion segments,

per segment minutes 1.0 2.7 7.3 18.0
7 Segments listed or 5

' brought up to

date . minutes 17 22 27 43
8 Homework time

per completed

interview minutes 6.7 72 7.7 5.6
9 Call-back rate (vis-

its per enumer- '

ation segment) visits 1.56 1.56 1.56 1.56

10 Round trips from
home* trips H/8. H/10 H/9 H/1i

°CPS in the Census Population Survey; PSU is the Primary Sampling Unit.
“Total h hold: leted by p. | interview (H) divided by average number completed per round trip.
Source: General Administrative Memorandum No. 48, Bureou of the Census (October 8, 1956).
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tance between segments (d,) is ten miles. If the enumerator closed
out his CPS assignment with fifty-five completed personal inter-
views, two telephone completions and one Type B non-interview,
his allowance could be computed directly from the foregoing
formula by making substitutions as follows:

Travel: (1.56 x 2.2 x 4 x 10.1) —(ﬁ x 2.2 % 10. 1) (2 >l<155)x 1.8

X 15 +(1.56 x 18 x 4) = 137 — 110 4 270 4 112 = 409 minutes,

enumeration: (10.1 X 55)+(9.9x2)+ @ x1)+56(554+2)+ @3 x 1)
=556 + 20 + 4 + 319 + 43 = 942 minutes,

so that the total allowance would be: 409 4 942 = 1,351 minutes.

There is, of course, the danger that the introduction of produc-
tion standards could cause a drop in quality of interviewing or an
increase in the non-interview rate. As in their other programs
having production standards, the Census Bureau evaluates inter-
viewers on the basis of their quality of interviewing as well as on
their meeting of production standards. The introduction of stan-
dards reduced total interviewing costs of the Current Population
Survey about 10 per cent with no decline in the quality of inter-

- viewing. The major change in the behavior of enumerators was the
use of more efficient travel patterns.

Currently, enumerators whose costs are 80 per cent or less of
standard receive a bonus for their efficiency, while enumerators
who are substantially above standard are subject to firing. In
practice, very few enumerators have been fired, but some have
resigned because they found themselves unable to meet standards.
The Census Bureau believes that the introduction of standards
weeds out the least efficient interviewers and, even more impor-
tant, provides a guide for improving overall efficiency.

ESTABLISHMENT OF FORMULA PAY METHOD

AT NORC

The same general method for establishing standards has been
used at NORC with modifications for the variation in the length
of time required to complete the interviewing on different surveys.
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Travel time to the segment and in the segment remain constant
for an interviewer from survey to survey. The time required for
interviewing, editing, clerical operations, and study time is deter-
mined from the pretest results. In some ways, the formula is sim-
pler than the Census Bureau formula since it ignores interviewer
travel between segments and treats all travel time within segments
as constant.

For regular probability samples with call-backs, the formula for
all time except travel time is:

=8+ C + nl,

where 7, = total time except travel,
= fixed study time, which depends on length of interview and is
determined by the pretest resuits,
C = fixed clerical time, which is determined on the basm of the
clerical tasks associated with a particular study,
I = average length of time per interview based on pretest, and
n = number of completed cases.

Travel time standards are:.

T, = rHN + 75N,

where T, = travel time to and within segment, :

H = one-way travel time to the segment from the interviewer’s
home. (This information was obtained on a special questionnaire for all
interviewers, along with actual distances for payment of mileage allow-
ances. A copy of the questionnaire is included in the Appendix (p. 232).

N = total assigned cases, and
r = number of one-way trips to the segment from the interviewer’s
home. ‘ ‘

"The values of r obtained from several NORC studies are:

r = 1.5in non-rural PSU’s,
r = 1.3in rural PSU’s.

Thus, the first term of T} is the allocation- for travel time to seg-
ment. The second is the term for travel time in segment. Again,
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based on NORC experience, an average of three-quarters of an
hour per case has been allocated for locating respondents. For
probability samples with quotas where no call-backs are required,
the non-travel costs are computed just as before. The travel time
standard is now:

= 6Hs + s,

where Tq travel time for probability samples with quotas. # is, as be-
fore, the one-way travel time to the segment from the interviewer’s home,
‘and s is the number of segments in which interviewing is done.

Since a typical segment in a quota sample has seven or eight
cases, it can be seen that the per case standards for this type of
sample are about half of the corresponding standards for a sample
with call-backs. :

USE OF FORMULA PAY METHOD

The formula pay method has had three distinctly different ap-
plications at NORC. The first application has been in the field
department where it has been used to decide whom to assign to a
given study. All else being equal, it seems reasonable to assign the
interviewer nearest the segment, since she should be able to com-
plete the assignment in the least time at the lowest cost. Prior to
the collection of information from interviewers on time required
to travel to a segment, the home office supervisors making the
assignment did not generally use this as one of the selection cri-
teria, since the information was not readily available.

A second use for the formula pay method has been in the classi-
fication of interviewers as above or below average in their costs.
This classification becomes the basis for a study of the relation
between interviewer costs and characteristics which is described in
Chapter 8.

Finally, and most importantly, the formula pay method has
been used on an experimental basis as a method of payment of
interviewers. The major advantage of using such a payment meth-
od is that it eliminates the need for checking interviewer time
sheets for most interviewers. The standards have been set so that,
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on the average, interviewers earn just what they did before with,
however, the more efficient interviewers earning more than they
‘did before, while the less efficient interviewers earn less.

~ For the experiment, interviewers were told about the formula
pay method and given the choice of participating or using the
regular time sheet. The letter sent to interviewers describing the ex-
periment is included in the Appendix (pp. 233-34). Of the one hun-
dred interviewers who were given the choice, eighty-four agreed
to try and were paid by the formula pay method, while sixteen
were paid using the regular pay procedure. For control purposes,
only halif the interviewers were included in the experiment., The
remaining hundred interviewers were not told about the new pay
method, but were paid in the usual way.

Table 7.2 gives the direct field costs for interviewers paxd by
the formula pay method as compared to the regular time sheet
method. It can be seen that the differences between interviewers
paid by the formula pay method and the control group are not
significant, but that those interviewers who chose not to try the
new pay method are significantly higher. Some of this may be due
to the particularly difficult segments in which they were to con-
duct their interviews, while the rest is due to their inefficient travel
patterns. Following the principle of management by exception, the
formula pay method makes it possible to check thoroughly those

Table 7.2 Average Cost per NORC Interview by Method of Payment
and Size of Place

Formula Regular Regular

Size of Place Total Pay Refused To Control
Method Try F.P.M. Group
All places $6.76 $6.60 $8.68 $6.56
N—number of
interviewers (200) (84) (16) (100)
10 Largest SMSA's 7.72 6.99 9.36 7.63°
N (48) (7 (8) (23)
Other SMSA’s 6.41 648 8.04 6.10
N (84) (33) (6) (45)
Non-metro counties 6.73 6.46 6.49 7.12

N 29 (17 (h (rn
Rural counties 6.36 6.61 9.45 6.02
N 39 Qan ) (21)
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interviewers who present special problems while most interviewers
are paid with no further fuss.

The results of Table 7.2 are in very close agreemem with costs
of other NORC quota samples (see Chapter 2). The conclusion is
that the standards that have been developed do give an accurate
picture of the interviewing task.

Interviewer reaction to the experiment has been highly favor-
able. A brief questionnaire was sent to the interviewers who par-
ticipated in the experiment asking for their reactions. Most
interviewers expressed satisfaction with the method, willingness to
try it again, and relief at not being required to fill out time sheets.
Table 7.3 summarizes the results of the questionnaire. Given the
usual reluctance of most of us toward changes in routine, these
results are most ericouraging.

SUMMARY -
The formula pay method as used at NORC gives every indica-
tion of providing needed control of interviewing costs: '

Table 7.3 Interviewer Reactions to New Formula Pcny Method
(Number of Interviewers)

1. Would you be interested in participating again in a pay method experiment such
as the Formula Pay Method?
Yes . 77
No ' 2
2. What was your personal reaction to the Formula Pay Method? Did it work well
for you or not?
It worked well for me : 73
Did not work well 6
3. If you had a choice on future block sample (quota) studies, would you prefer to
be paid by the Formula Pay Method, by time sheet, or doesn’t it matter to

you?
Formula Pay Method 52
Time sheet 3
Doesn’t matter 10
Not sure yet : 14

4. Which of the following statements comes closest to how you fe¢l about filling
out time and expense sheets?

Ilike to do it : : 3
I don’t like to do it, but [ don’ tmmd © 35
It’s one part of the job I don’t care for, but I do it because

I have to 29

It’s the worst part of the job and l was glad not to have to’
doit 12




. 99
The Control of Interviewing Costs

1. It eliminates the long, costly job of routinely checking inter-
viewer time sheets and makes it possible to concentrate on unusual
situations.

2. It enables the interviewer to know in advance how much she
will make on a given study, and at the same time makes it possible
for the field department to estimate in advance the total direct
field costs of new studies.

3. It rewards efficient interviewers and tends to discourage the
less efficient interviewers. In the long run, it should lead to a field
staff composed of the most efficient interviewers.
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Cost and Qualityg‘of
Interviewers

INTRCDUCTION

The selection of thie proper person for a specific job is a critical
part of any administrator’s function. This is also true for field
supervisors who must select interviewers. The initial hiring and
training costs are high, and the supervisor is always trying to se-
lect applicants who will do high quality interviewing at reasonable
costs and who will not need to be replaced in a short time. The
results of the last two chapters suggest that the proper selection
of interviewers is more likely to reduce survey costs than are
procedures that attempt to manipulate the interviewers’ time
schedules. ' ;

This chapter presents some results that should eventually en-
able the field supervisor to improve her selection procedures. It
is certainly not the intent of this research that the selection of
interviewers ever become an objective process based on a pencil-
and-paper test. The chief ability required by an interviewer is her
ability to interact with other people. The sensitive. field super-
visor can best judge this characteristic during the personal inter-
view and training period. As in other areas of survey research,
however, a folklore has arisen about the qualities needed by a
good interviewer. Some of the results of this chapter confirm
this folklore, but there are several results that contradict the com-
mon beliefs. Our resuits are preliminary and need much more
testing before they can be considered reliable. Still, they may
‘be useful to field supervisors, particularly if used to modify
earlier beliefs that automatically reject applicants with certain
characteristics. ,

An example may be useful. Some supervisors avoid hiring

100
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interviewers with too much education or intelligence because they
believe that these interviewers will have difficulty establishing
rapport with lower-class respondents. Our results indicate, how-
ever, that the most highly intelligent and educated interviewers
are most likely to be high quality, low cost interviewers. This does
not'mean that no person with less than a college degree should
ever be hired. In some areas, the only available interviewers may
have only a high school education, and some of these applicants
will do quite well. What it does mean is that applicants with
graduate training should not be automatically rejected.

Three different (but not completely independent) measures of
interviewer performance are discussed in this chapter—quality,
cost, and length of service. A full description of how these mea-
sures were obtained is given below. In. addition, we present the
results of a detailed questionnaire which was returned by four
hundred female NORC interviewers. The questionnaire, which is
given in the Appendix, is mainly concerned with non- -demographic
personality characteristics and attitudes related to interviewing
performance. In the following sections, we group these charac-
teristics into these categories:

Education and intelligence

Need achievement

Career orientation

Attitudes toward interviewing and interviewing activities
Previous experience and knowledge of other interviewers
Family responsibilities

Efficiency and self-sufficiency

Activities enjoyed

Political party preferences

Machiavellian attitudes .

Self-perception of quality-cost behavior

Some variables that don’t work

To reduce the possibility that we are merely observing chance
relations, individual items are generally combined into indexes.
These indexes are formed in two ways. Some, such as the Machia-
vellian scale, were built directly into the questionnaire. In the
more usual case, such as the Activities Enjoyed Index, the ques-
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tion asked about sixteen activities, of which half were correlated
with each other using as a lower bound a product-moment corre-
lation of .15. These items were then combined to form the index.
Note that, in general, the relation between any index and the
dependent variables—cost, quality, and length of service—will
be smaller but more stable than the relation between the depen-
dent variables and the single items most highly related to them.
~ Finally, we combine indexes using regression methods to sum-
marize our findings and to estimate how well the combined
variables explain performance. The sample, based on successful
NORC interviewers, cannot be generalized to the universe of all
interviewing applicants and thus used as an instant selection
device. We are not certain that NORC interviewers are typical of
those at other survey organizations, although some earlier work
of Sheatsley (1950), as well as the results of Chapter 6, suggest that
this may be the case. The only way to determine this is to use the
same procedures and questionnaires elsewhere. We are encour-
aging other survey organizations to use revised versions of this
questionnaire and to publish their results. In addition, for some
items—particularly those dealing with attitudes toward inter-
viewing—we do not know whether the attitudes expressed are due
to the socialization that has resulted from interviewing or were
held at the time the applicant first became an interviewer. In the
future, we intend to use a revised version of the questionnaire for
all new applicants.

The next section presents a summary of the major findings of
this chapter. This is followed by a brief discussion of earlier
published results. The balance of the chapter then discusses the
measures of performance and their relation to the characteristics
of the interviewers, :

SUMMARY OF FINDINGS
Four measures of interviewer value are discussed in this chapter
—quality, cost, quality-cost, and years employed by NORC.

Quality
The following variables appear to be useful in predicting high
quality interviewers:
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Education and intelligence variables, including high school grade
average, perceived intelligence, estimated intelligence, subjects liked in
school, and total years of school completed; :

Need achievement, as determined in a projective scale that asks about
characteristics most and least important for children to have;

Career orientation, including items on child-rearing, and mantal and
household attitudes;

Attitudes toward interviewing and interviewing activities, including
items on the status of interviewing that are negatively corrclated with
quality and the enjoyment of interviewing tasks that are positively
correlated; h

Activities enjoyed, including mainly outdoor sports activities and
verbal activities, such as gossiping and making a speech;

Political party preference, although probably related to geographlc
and socioeconomic variables; and

Self-perception of quality.

Cost
The following variables are related to high cost interviewers:

Education and intelligence variables, discussed above (negatively
correlated);

Previous experience and knowledge of other mtervaewers, if the experi-
ence has been other than at NORC and the interviewers work for other
organizations;

Family responsibility, as measured by the numher of children and
adults the interviewer is responsible for (negatively correlated),

Activities enjoyed (negatively correlated);

Career orientation;

Attitudes toward interviewing and i mtervxewmg activities;

Political party preference; and «

Self-perception of cost behavior.

Quality-Cost

Some of the variables are related positively to both- hlgh quality
and high cost and thus are not useful as predictors of high quality
in relation to cost. The following remammg variables are related
to high quality and low cost:

Education and intelligence;
Need achievement;
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Activities enjoyed,

Attitudes toward interviewing (negatively correlated);

Child-rearing attitudes;

Household attitudes (negatively correlated);

(The combined index of these two measures shows no relation since it
is related to both cost and quality.) )

Knowledge of other interviewers (negatively correlated);

Family responsibility;

Efficiency;

Political party preference; and

Machiavellianism.

Years Employed by NORC

While none of the variables are strongly related to years em-
ployed, the following have some relation. In some cases, years
employed may predict attitudes, rather than attitudes predicting
longevity.

Education and intelligence;

Household attitudes;

Attitudes toward interviewing; :

Family responsibility (negatively correlated);
" Efficiency; and

Political party preference.

Some readers may wonder why we do not spend more time dis-
cussing multiple regression results and giving estimates of beta
coefficients, correlations and sampling errors. While it is possible
to compute these formally, the limitations of the sample and the
search procedure for explanatory variables would keep these re-
sults from being exactly true for other populations. Nevertheless,
we believe that the factors we discuss are related to interviewing
quality and cost, and that it should be possibie to develop such
regression estimates with future samples.

For those readers who are willing to extrapolate these results
to a wider universe of interviewers, a brief word on sampling
errors may be useful. The interviewers are usually divided into
three groups of about one hundred each. Using simple formulas,
the standard error for any percentage figure shown is about 5 per
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cent and the standard error of any difference is about 7 per cent.
The tables in this chapter omit differences which are less than
10 per cent.

The multivariate regressions suggest that the variables we con-
sidered are generally independent of each other so they are dis-
cussed separately. When combined, however, they still account for
only a minor part of the variability between interviewers. It is
possible that variables not considered in this chapter may also be
important. We have ignored sex and marital status, since almost
all NORC interviewers are married women. Age and income are
not related to quality and cost of interviewing, but size of city is
certainly a cost factor and has been made a part of the formula
for standard costs.

NORC believes that the results to date are promising enough to
test on new applicants, although in the next stage the results of
the questionnaire will play no part in the hiring decision. The
results of the questionnaire will be used to predict the cost and
quality behavior of applicants who are hired, and to detect differ-
ences between those hired and those not hired by field supervisors.
In the final stage, a questionnaire will be used as part of the
hiring decision, although the major part of this decision will re-
main the responsibility of the field supervisor.

In general, the better interviewers have characteristics which
would make them desirable employees for many different jobs.
Fortunately, their interests and commitments have made them
select interviewing. We who use their services should recognize
their value and rareness and treat them with the care they deserve.

PREVIOUS STUDIES

The work closest in spirit to this chapter was done at NORC
by Paul Sheatsley (1950). Sheatsley studied 1,161 NORC inter-
viewers and related demographic characteristics found on the
application forms to performance as measured by number of as-
signments handled and quality of performance. He found that
middle-aged married women with some previous college education
and some previous interviewing experience made the best inter-
viewers. He noted, however, that demographic variables alone
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could not explain interviewer performance and pointed out in his
perceptive conclusion that attitudes may be most critical:

A more likely prospect of success appears to lie in the gradual develop-
ment of new and more appropriate tests which would measure each of
the several aspects of interviewer performance, and which would, in the
course of time, be validated against actual performance records. With
the cooperation of researchers all over the country, it should not be too
difficult to analyze the interviewer’s job, break it down into the several
types of required skills, and devise our own suitable tests to measure
these skills. Such tests must not content themselves, however, with the
mere measurement of skill. An interviewer may have all the skill in the
world and yet be guilty of poor performance; a much less skillful inter-
viewer may turn in superior work. In order to predict total performance,
we must be able to measure not only skills, but such other factors as the
interviewer’s job motivations, his ambitions, his attitude toward re-
search, etc. No industry has yet found perfect predictors of job perfor-
mance, but it is strange that the research profession, which employs
questionnaires and interviewing procedures as its stock in trade, should
lag behind so many other fields in its development of more precise in-
struments to predict employee behavior.

This is the direction taken by this chapter.

More recently Hauck and Steinkamp (1964) used an application
blank, references, and the Edwards Personal Preference Schedule
with a group of sixteen interviewers and related this to pick-up
rate which was their quality measure. Pick-up rate was obtained
by multiplying the proportion of respondents who cooperated by
the proportion of validated savings accounts the interviewer was
able to discover. They discovered that three factors explained 71
per cent of the variance among the interviewers: (1) self-confidence
of the applicant as rated by references; (2) dominance as measured
by the EPPS; and (3) hours available for interviewing.

Again these resuits indicate the importance of personality fac-
tors, but as Hauck and Steinkamp point out, the results are
limited by the small sample size and the special nature of the
study.

Most other studies of interviewers have attempted to relate
interviewer characteristics to variability on various questions.
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This approaches a quality measure when characteristics are re-
lated to the proportion of “no answers” or “don’t knows” on a
question or series of questions. Thus, Hanson and Marks (1958)

“found in a study of census -enumerators that the Enumerator
Selection Aid Test with questions on reading comprehension, map
reading, and ability to follow census-type instructions was useful
in differentiating better from poorer interviewers based on *‘don’t
knows” and “no answers.” There is also a discussion of the ef-
fects of interviewer characteristics on the variability of responses.
This area has been most fully discussed by Hyman and his NORC
colleagues (1954) and is not pursued in this chapter.

EVALUATING INTERVIEWER COSTS

As has been discussed in Chapter.- 7, high and low cost inter-
viewers can only be identified in comparison to standards which
have been established. The methods of Chapter 7 were used to
develop cost standards for eleven studies. Comparisons were
made between standard and actual costs for each interviewer.
While the computations for a single interviewer on a single study
are simple, the procedure is tedious when required for many inter-
viewers on many studies and is best carried out on tabulating
equipment.

The ratio of actual to standard costs was obtained for all stud-
ies in which the interviewer participated. The median ratio was
used as an average measure of interviewer costs so that unusually
high costs on a single study did not unduly affect the rating. In-
terviewers were classified as high cost, standard cost, or low cost
with -some interviewers omitted if no cost data on them were
available. : '

MEASURING INTERVIEWER QUALITY

The quality measure used in this chapter derives from the con-
tinuing NORC rating .of its interviewing staff. Most studies are
rated and the interviewer’s average quality score is computed for
the studies she participated in. The interviewers have been grouped
into three categories which are labeled high, average, and low
quality. Those interviewers who are too new to have been rated
are omitted from the analysis.
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In some of the tables, the average group has been split in half
and put into the high and low quality groups so only two groups
are compared. The reasons for this are related to data processing
requirements and to the fact that these tables were run at different
times with different programs. As one would expect, the results
for quality split two ways are virtually identical to those when
quality is split three ways. Both quality and cost ratings are sub-
ject to measurement error particularly for the newer interviewers
who worked on only a few studies. These measurement errors tend
to reduce the relation between quality, cost, and characterlstlcs
of interviewers, but they are unavoidable.

The next few pages describe in detail how interviewers are
rated. Since this is somewhat tangential to the main thrust of this
chapter, readers who are not especially interested in rating pro-
cedures may skip to the next section.

SUBJECTIVE RATING OF INTERVIEWER

Almost all survey organizations make some effort at rating the
quality of work of their interviewing staffs. In some cases, this is
done on very simple measures such as percentage of assignments
completed or meeting of deadlines. Other organizations, including
NORGC, have field supervisors go through all or a sample of an
interviewer’s work to judge its quality.

Generally when an interviewer’s questionnaires are being
checked the supervisor utilizes some sort of check-list (whnch may
at times be a mental one) to rate the interviewer. This rating may
take the form of a letter grade, a numerical score, or a descriptive
adjective such as “excellent,” ‘““above average,” or *“poor.” This
rating has traditionally been subjective, depending on the stan-
dards set by the individual rater,

Recently the limitations of these subjective ratings have been
recognized, Due to turn-over among raters, the level of ratings .
changes substantially depending on the differing quality expecta-

A Y

tions of different raters. The length and complexity of the ques-

tionnaire as well as the training methods ‘used can also have
substantial effects on interviewer ratings for a given study. This -
makes it difficult to evaluate changes in interviewer performance
over periods of several years, or even to have a satisfactory esti-
mate of the average quality of an interviewer’s work.
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The methods suggested in this section are extremely simple and
use only the most basic of elementary statistical techniques. Since,
however, most field supervisors are non-mathematicians, these
simple but useful techniques may not have occurred to them. It is
evident that these are not the only possible methods, but hope-
fully the discussion of these methods will stimulate those who
evaluate interviewers to develop quantitative methods that best
suit their own needs.

Use of Coders To Evaluate Interviewers
- The first method for quantifying interviewer quality does not
use the judgment of the field supervisor; and might therefore be
considered as a radical departure from that method. There is some
evidence, however, that there is a high correlation between
coders’ evaluations and the more exact methods that use trained
field supervisors. This method is described first because it is a
low cost production method that, at very little added cost, can
be made part of the coding process.

The simplest use of the coding process to evaluate interviewers
is used by the Bureau of the Census. There, a code is established
for a missing answer to a question. When the results of the study
are tabulated, the missing answers for each interviewer are tabu-
lated. When divided by the number of interviews, this gives a ratio
of missing answers per interview. While this is only one type of
error that an interviewer can make, it is an important error and
does give an indication of how well instructions are being
followed. ,

NORUC uses a more detailed method by coders. Coders are sup-
plied with error sheets on which they note the following types of
interviewer errors:

Type of Error Error Weight

. Answer missing 3
. Irrelevant or circular answer
. Lack of sufficient detail
“Don’t know™ with no probe
. Dangling probe

. Multiple codes in error
Superfluous question asked

N U R W -
—— D DD L
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As can be seen, error weights are assigned to the types of errors
depending on how seriously they lead to coding difficulties. These
weights were determined by the coding and field supervisors. The
list above does not exhaust all types of errors that can be made by
interviewers, but includes only those that coders should be able to
spot during the coding process.-

Evaluation by Field Supervisors

Certain types of errors can be spotted only by field supervisors
who are more familiar with the interviewing process than are
coders. The same principle has been used in the supervisor’s evalu-
ation of interviewers, however, as that used by coders. A check-
list of types of errors has been prepared, and weights have been
assigned to errors based on their seriousness. While this list is
more comprehensive, it covers much the same ground as does the
coder’s error list. This supervisor’s check-list is shown on the next
page.

To the extent that coders are able to pinpoint interviewer
errors that made coding difficult, this work need not be duplicated
by higher-paid field supervisors. To date, it has been our experi-
ence that coders and field supervisors agree reasonably well in
their rating of interviewers.

For example, a comparison of twenty-seven interviewers on the
NORC Happiness Study (Bradburn and Caplovitz, 1965) indi-
cated a correlation of .47 between coders’ and supervisors’ ratings,
even though the rating methods were entirely different. The super-
visor rated four interviews per interviewer on the first wave of the
panel study. The coders rated a section of all the questionnaires
on the third wave.

Standardization for Difficulty of Study

The simple summing or averaging of error points over several
studies could lead to misevaluations of interviewer quality. Stud-
ies differ greatly in length and difficulty, and simple averages
would penalize those interviewers who worked on the most diffi-
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cult studies, and might in fact be the better interviewers. Some
method of standardizing for difficulty of study is required. One
simple approach would merely be to rank interviewers by number
of errors and then to translate these ranks into percentiles (to
account for the varying number of interviewers on different
studies).

A slightly more sensitive method is to use the method of stan-
dardized scores that is used in most psychological and educa-

Error Forming Criteria for Rating of Interviews

Error Weights Type of Error )

1. Failure to probe initial:
a. Don’tknow
b. Vague answer
c. Irrelevant answer
d. Uncodeable answer to precoded questions
2. Useof:
a. Dangling probes
b. Unpreceded probes
3. Improper probing:
. Accept partial answers
. Use encouraging probes without using clarifying probes
.. Accept first clear answer without probing for additional ideas
. Probe irrelevant answer instead of probing for an appropriate
answer, which results in irrelevant response
e. Leading probe
. Unexplained changes of code or answers (including erasures)
. Circling errors: - :
a. Contradictions i

wvNo AW —_—— (VR N V)
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5
1 b. Failure to code reply when codeable side comment exists
5 c. Multiple coding
1 . Answer recorded in wrong place
. Failure to complete:
5-10 a. Omitting any parts of classification. If race, sex, age or
marital status is omitted along with other omissions,
scoreis 10
b. Enumeration and/or sampling table
8. Evidence of paraphrasing (always check other interviews—
given per interview, not per question)
1 _ 9. Unclear parenthetical notes
10. Omissions and superfluous notes:
5 a. Omitting questions (or portions of questions)
1 b. Excess questions (or portions of questions)

~N
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tional achievement tests. For each study, the mean and standard
deviation of the error point distribution is computed. A standard
score for each interviewer is derived from the formula:

()7 — Actual Score)
S

where X is the mean error score for the study, and § is the stan-
dard deviation. ,

To put this into words, the interviewer who is average gets a
standard score of 5 for a given study; if her error score is one
standard deviation below average her score is 7; if her error score
is higher than average her standard score is below 5.

Standard scores can then be averaged over a series of studies to
give a meaningful measure of interviewer quality. This averaging
implicitly assumes that interviewer quality is not changing over
time.

Standard Score = 5 + 2

QUALITY-COST
It is clear that a low quality, high cost interviewer is less satis-
factory than a high quality, low cost interviewer, but many cases
are mixed. What of the interviewer who is high quality, high cost
or low quality, low cost? Arbitrarily, we established two categories
using the following definition of better quallty cost interviewers:
High quality—any cost
Average quality—average or low cost
Low quality—low cost
The remaining interviewers were called poorer quality-cost.

NUMBER OF YEARS EMPLOYED AT NORC

While this figure was the easiest to derive, it is the trickiest to
analyze. A major problem is due to the new NORC sample which
was first used in 1962. This new sample contained some of the
same large cities that were in the older sample, and interviewers
in these cities were retained, while in all other places new inter-
viewers were hired. Thus there is a confounding between years
employed and location. In addition, at the other end of the scale,
the most recent employees are also a mixed group. Some of them
will remain with NORC for many years while others will soon
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resign. The only way to know would be to wait for several more
years.

Finally, length of service, unlike cost or quality behavior, is to
some extent dependent on acts of God. Pregnancies, moves to
other areas because the husband has a new job, financial prob-
lems that require full-time employment, and increased household
responsibilities are all important factors that may cause an inter-
viewer to quit, although at times these reasons are used to hide
basic job dissatisfactions.

For these reasons, the relation between personal attitudes and
number of years employed is smaller than those between personal
attitudes and quality and cost. In addition, the problem of chang-
ing attitudes with increasing length of employment is not fully
handled. Nevertheless, we present some results to remind the
reader of the importance of length of service as a measure of
performance.

THE INTERVIEWER QUESTIONNAIRE

The questionnaire used to obtain information from NORC in-
terviewers for this study is given in the Appendix(pp. 204-28). The
design of this questionnaire was strongly influenced by the occu-
pational studies which are in progress at NORC and particularly
by Alice Rossi’s studies of career orientation in women. Initially,
we hypothesized that quality of interviewing would be related to
education, intelligence, and personality characteristics. We be-
lieved that cost behavior would be related to career orientation,
education and intelligence, happiness, morality, financial need,
guilt about working, enjoyment of interviewing, available spare
time, and involvement with other mterv1ewers The questlonnaxre
attempts to tap these dimensions.

As the results below indicate, not all of the quest1ons were
useful. The starred questions on the questionnaire in the Appendix
are the ones that we would suggest be tried by other survey organi-
zations who wish to study interviewer quality and costs- related
to characteristics. One other point should be made clear. No
NORC interviewers were ever evaluated by their supervisors
based on the results of the questionnaire. The individual results
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were available only to the author and not to NORC’s field
SUPErVISOrs.

THE RELATION BETWEEN QUALITY, COST, AND

NUMBER OF YEARS EMPLOYED AT NORC

Before this study was started there was some fear that quality
and cost would be inversely related, that the highest quality inter-
viewers would also charge the most. As the study progressed, the
reverse appeared to be true, that highest quality interviewers
charged least. Now it appears that the relation is more complex.
A simple cross-classification of quality and cost reveals no rela-
tion, either positive or negative, but this does not mean that the
variables are independent, Rather what seems to be happening is .
that both quality and cost are related to other variables that
neutralize each other. »

High quality and low cost are both positively related to educa-
tion and intelligence as will be seen in the next section. From this,
one would expect a positive correlation between low cost and high
quality. However, most of the career orientation variables are
positively related to quality and negatively related to low cost,
which results in a negative correlation between high quality and
low cost. Thus, intelligence and career orientation cancel each
other out. A fuller discussion of this is given in the section on
career attitudes. As one might expect, however, number of years
employed at NORC is positively correlated with quality and cost.
The causation probably goes in both directions. Better quality-
cost interviewers stay longer, and the longer an interviewer stays,
the better she becomes. Certainly, there is no confirmation of the
folklore that long-term interviewers become more and more costly.

Table 8.1 shows the relation between years employed at NORC
and cost and quality-cost. Thirty-seven per cent of interviewers
who have worked at NORC for one year or less were high cost
interviewers as compared to 23 per cent among interviewers who
worked at NORC for four or more years. Among interviewers
with four or more years at NORC, 65 per cent were better quality-
cost compared to 53 per cent of interviewers who worked a year
or less.
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EDUCATION AND INTELLIGENCE

It should be remembered that the NORC interviewers who are
the sample for the study discussed in this chapter have already
gone through a rigorous selection process. About 80 per cent have
had some college and all have been judged capable of following
the sometimes complex instructions which NORC sends its inter-
viewers. It may, thérefore, be a little surprising to discover that,
even in this group, quality increases with increased education and
intelligence, costs go down, and number of years employed goes

up.

Quality
_Several measures of intelligence and education were available

for comparison with quality of interviewing, and since they are
all highly correlated with each other they all show about the same -
magnitude of differences. Table 8.2 relates quality of interviewing
to high school grade average, liked science subjects in high school,
perceived intelligence, estimated intelligence based on a short
nine-item intelligence test, and total years of school completed.

High school grade average was obtained from the interviewer
directly on the questionnaire, and there is no reason to doubt the
general accuracy of this self-report. Among interviewers whose

Table 8.1 High, Standard, and Low Cost, and Better and Poorer
Quality-Cost Interviewers by Years Employed at NORC (Per Cent)

Years Employed
Cost and Quality-Cost One Year Two-Three Four Years
or Less Years or More
Cost:
High 37 33 23
Medium 43 54 61
Low 20 13 16
Total 100 100 100
Base N (103) (198) (76)
Quality-Cost: . '
Better E 53 56 65
Poorer 47 44 35
Total 100 100 100

Base N (73) ~(167) (49)
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grade average was A or A—, 56 per cent were high quality inter-
viewers, while only 43 per cent of those whose hlgh school aver-
age was B— or lower were high quality.

Past experience indicated a relationship between intelligence
and liking for science subjects in school which was why this item
was included. The four science subjects included in the question
‘were biology, chemistry, mathematics, and physics. Among inter-
viewers who really enjoyed two or more of these subjects, 55 per
cent were high quality as compared to 42 per cent high quality
among interviewers who mentioned no science subjects.

A very simple-minded way of determining intelligence is to ask
the interviewer, “On intelligence tests that you took in school,
did you get the impression that you were very much above aver- -
age, above average, or average in intelligence?”’ Among inter- -
viewers who perceived their intelligence to be above average or
very much above average, 52 per cent were high quality inter-

Table 8.2 Intelligence and Education Variables Related to Quality
of Interviewing (Per Cent)

Intelligence and Quality " Total Base
Education High Average Low N

High school grade average:

AorA- 56 30 14 - 100 115

B+ orB 44 34 22 100 o157

B orlower 42 38 20 100 55
Science subjects liked

in high school:

High (2 or more) 55 - 45 100 73

Medium (1) 50 - 50 100 160

Low (0) 42 - - 58 100 134
Perceived intelligence:

Very much above

average 52 33 15 100 33

Above average 53 33, 14 100 167

Average 36 34 30 100 97
Estimated intelligence:

Above average 55 32 13 100 119

Average 43 39 18 100 89

Below average 45 30 25 100 118
Education level:

Completed college 53 33 14 100 137

Some college 44 34 22 100 120

High school or less 43 33 24 100 70
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viewers and 15 per cent were low quality. Among interviewers
who considered themselves to be of average intelligence, only 36
per cent were high quality, and 30 per cent were low quality.
This item is probably the best single discriminator of the items
in Table 8.2, : ' '

Another attempt to determine intelligence was made using a
nine-item similarities test adapted with permission from the
Wechsler-Bellevue Intelligence Scale. Interviewers were classified
into approximately equal thirds based on scores of this test. The
groups are called above average, average, and below average, but
this should not be confused with any reference to national norms,
since almost certainly the average intelligence of interviewers is
above the national average. Of the interviewers in the above-
average intelligence group, 55 per cent were high quality and 13
per cent low quality. In the other groups, 44 per cent were high
quality and 22 per cent low quality.

The final measure in this table is the number of years of school
completed. Those interviewers who have completed college are
about 10 per cent more likely to be high quality interviewers
than are interviewers with some college or high school. A sur-
prising finding here is that there is no difference in quality be-
tween those with some college and those with high school or less.
Of interviewers who completed college, 53 per cent were high
quality and 14 per cent low quality; among other interviewers, 44
per cent were high quality and 23 per cent low quality.

These five highly correlated characteristics were combined into
an index which is called the Intelligence-Education Index. One
point is given for each of the following: high school grade average.
A or A—, like science subjects, perceived intelligence above aver-
age, estimated intelligence above average, and completed coilege.

The relation between scores on this index and quality of inter-
viewing is given in Table 8.3. Here interviewers are grouped into
two categories of quality and three categories on the scale. Among
interviewers who were high on the Intelligence-Education Index
with 3-5 points, 60 per cent were high quality interviewers as
compared to 43 per cent among interviewers who had only 0-1
points on the index.
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Cost

The same variables were investigated for their relation to inter-
viewer cost behavior. Some field supervisors fear that more
intelligent interviewers charge more either because they might feel
they deserve it, or because they are better able to cheat on time
records. Just the reverse is the case. The more intelligent inter-
viewers are less likely to be high cost interviewers. In retrospect,
it seems clear that costs are highly related to how well the inter-
viewer does her job. The more efficient she is, the lower her costs,
and the more intelligent interviewers are most efficient.

Table 8.4 gives the relation between education and cost. Among
interviewers who finished college, only 23 per cent were high cost
interviewers, while among the others 40 per cent were high cost.
An interesting reversal occurs in this table—interviewers with
some college are more likely to be high cost than are interviewers
with high school or less. While the reversal may be due to sam-
pling variability, it may be due to characteristics of women with
some college which have not yet been discovered.

Table 8.5 gives the relation between cost and the interviewer
scores on the Intelligence-Education Index. Of interviewers who

Table 8.3 Intelligence-Education Index Related to Quality of
Interviewing (Per Cent)

Intelligence- Quality Base
Education Index - Total N
High Low
High (3-5) P 0 " ”
Medium (2) 54 46 100 123
Low (0-1) 43 57 100 ’ 11

Table 8.4 Education of High, Standard, and Low Cost Interviewers
(Per Cent)

Cost
Education - - Total Base
High  Standard tow N
Finished college 23 60 17 100 150
Some college 41 44 15 100 142

High school or less 35 50 15 100 84
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are high on the Intelligence-Education Index, 18 per cent are high
cost interviewers and 28 per cent are low cost. Among the other
interviewers, 34 per cent are high cost and only 15 per cent low
cost.

Quality-Cost

Since both quality and cost are separately related to education
and intelligence, it is not surprising to see in Tables 8.6 and 8.7
that the intervicwers who are high in intelligence and education
are more likely to be the better quality-cost interviewers. Table 8.6
gives three of the variables in the Intelligence-Education Index:
estimated intelligence, education, and high school grade average.
There is also one new index, a language enjoyment index based on

Table 8.5 Intelligence-Education index Related to High, Standard,
and Low Cost Interviewers (Per Cent)

Intelligence- Cost Base
. Total
Education Index High Standard Low N
High (3-5) 18 54 28 © 100 100
Medium (2) 30 55 15 100 196
Low (0-1) 39 47 14 100 134

Table 8.6 Inielligeﬁce and Education Variables Related to Better
and Poorer Quality-Cost Interviewers (Per Cent)

Intelligence and Quality-Cost Total Base
Education - Better Poorer ‘ N

Estimated intelligence:

Above average 63 37 100 94

Average 58 42 100 85

Below average 52 48 100 108
Education:

Finished college 62 ' 38 100 100

Did not finish college 54 46 100 189
High school grade average:

AorA- 65 35 © 100 91

B+ or lower 53 47 100 198
Language liked index: -

High (2) 62 38 100 141

Medium (1) 54 46 100 105

Low (0) 47 53 100 43
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the question that asked about subjects really enjoyed in school. If
both English and foreign languages were listed, the interviewer
received a score of 2 on this index; if only one of the two was
mentioned, the score was 1; if neither was mentioned the score
was 0.

Among 1nterv1ewers who were above average on the nine-item
intelligence test, 63 per cent were better quality-cost, as compared
to 52 per cent of below-average intelligence interviewers. Among
interviewers who finished college, 62 per cent were better quality-
-cost, as compared to 54 per cent of the interviewers who did not
finish. Sixty-five per cent of interviewers with an A or A— high
school grade average were better quality-cost, compared to 53 per
cent of interviewers whose average was B+ or lower.

Among interviewers who liked both English and a foreign
language in school, 62 per cent were better quality-cost, while
among interviewers who liked neither, only 47 per cent were .
better quality-cost. This variable is somewhat doubtful, since on
either cost or quality separately, the differences, while in the same
direction, are smaller.

Finally, Table 8.7 indicates that 72 per cent of interviewers who .
are high on the Intelligence-Education Index are better quality-
cost as compared to 53 per cent of those who score low on thlS
scale.

Years Employed at NORC

As seen in Table 8.1, and as expected, there is a positive relation
‘between quality-cost and years employed at NORC. One would,
therefore, expect that there would be a positive relation between

Table 8.7 Intelligence-Education Index Related to Better and
Poorer Quality-Cost Interviewers (Per Cent) ‘

Intelligence-Education Quality-Cost Tﬁfol Base
Index Better Poorer N
High (3-5) 72 28 100 60
Medium (2) 58 42 100 113

Low (0-1) . 53 47 © 100 106
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intelligence and education and years employed, and this is the
case, but the relation is considerably weaker. Table 8.8 shows that
among interviewers who had finished college, 26 per cent had been
at NORC for four or more years while only 17 per cent of inter-
viewers who did not finish college had been at NORC for four or
more years. Similarly, 25 per cent of interviewers who scored high
on the science subjects liked index had been at NORC for more
than four years compared to 14 per cent for interviewers who
liked no science subject.

In Table 8.9, number of years employed at NORC is related to
the Intelligence-Education Index. Of interviewers who were high
on the Intelligence-Education Index, 25 per cent had been at
NORC for four or more years and 19 per cent for one year or less.

Table 8.8 intelligence and Education Variables by Years Employed
at NORC (Per Cent)

. Years Employed
Intelligence and I Base
Education One Two- Four Tota N
Year Three Years
orless . Yeors or More
Education:
Finished college 26 48 26 100 150
Did not finish :
college 33 50 17 ’ 100 275
" Science subjects liked: .
High (2 or more) 15 60 25 100 103
Medium (1) 32 45 23 100 148
Low (0) 39 47 . 14 100 174
Table 8.9 Intelligence-Education Index by Years Employed at
NORC (Per Cent)
. . Years Employed
Intelligence- Total Base
Education Index One - Two- . Four N
Year Three Years
or Less Years or More
High (3-5) 19 56 25 100 111
Medium {2) ) 33 47 20 100 165

Low (0-1) 37 48 15 100 149
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Of interviewers who were low on the Intelligence-Education
Index, 15 per cent had been at NORC for four or more years and
37 per cent for one year or less.

NEED ACHIEVEMENT

The next variable is labeled Need Achievement as a shorthand
way of describing its components; it is actually based on a ques-
tion that asks interviewers which of a list of thirteen characteris-
tics they believe are most important and least important for
children to have. The question was taken from Greeley and Rossi
(1966), where it served the function of measuring the degree to
which Catholics support the Protestant ethic. While we expected
some relation, we did not expect that this would be the variable
most strongly related to quality of interviewing.

Quality

Tables 8.10 and 8.11 give the results, first in detail by question,
and then summarized in a Need Achievement Index. The items
included in the index are the seven characteristics shown in Table
8.10. One point was given for each of these qualities listed as
most desirable:

That he tries hard to succeed,

That he is interested in how and why thmgs happen.
That he gets along well with other children,

That he has good sense and sound judgment, and
That he is considerate of others.

One point was also given for each of these qualities listed as
least important:

That he has good manners, and
That he is neat and clean.

Interviewers with three or more points were classified high,
those with two points were medium, and those with zero or one
point were low. Among interviewers who were high on the Need
Achievement Index, 66 per cent were high quality and 11 per cent
low quality. On the other hand, of interviewers who were low on
this scale, 41 per cent were high quality and 35 per cent were low
quality.



Table 8.10 Attitudes toward Children Related to Quality of Interviewing (Per Cent)

) Quali .
Attitudes toward Children Y Total Base

: High Average low - N

Allinterviewers ' 48 33 19 100 : 377
Shouid try hard 1o succeed 63 26 11 100 35
Should have good sense and sound judgment 50 33 17 100 159
Should get along well with other children 53 35 12 100 60
Should be considerate of others - 36 15 100 119
Should be interested in how and why things happen 50 34 C 16 100 155
Least important that they have good manners 53 29 18 100 113
Least important that they be neat and clean : 52 34 14 100 192
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Quality-Cost

There is no apparent connection between need achievement
and cost behavior, so that the relation between quality-cost and
need achievement is the same as between quality and need achieve-
ment. This is seen in Table 8.12, where 71 per cent of the inter-
viewers high on need achievement are better quality-cost as
compared to 46 per cent of interviewers low on need achievement.
Finally, there is no evidence of any relation between need achieve-
ment and number of years employed at NORC.,

CAREER ATTITUDES .

One of our initial hypotheses in preparing the questionnaire
was that career-oriented women would be higher cost interviewers
than traditional women. We used a series of items developed by
A. Rossi for a study now in progress from which the following
ten items were combined into three subindexes: household atti-
tudes, marital attitudes, and child-rearing attitudes. These three
subindexes were then combined to form the Career Orientation
Index. The items used on the indexes are given on the next page.

Table 8.11 Need Achievement Index Related to Quality of
Interviewing (Per Cent) :

Need Achievement Quality Total Base
Index High Average Low N
High (3 or more) 66 23 11 - 100 59
Medium (2) 53 26 21 100 113
Low (0-1) ‘ 41 24 35 100 132

Table 8.12 Need Achievement Index of Better and Poorer Quality-
Cost Interviewers (Per Cent)

Need Achievement Quality-Cost
Total Base N
index Better Poorer }
High (3 or more) 1 29 100 55
Medium (2) 62 38 100 109

Low (0-1) 46 54 100 125
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Household Attitudes

1. Answered “No” to, “‘During the past few weeks, have you ever felt
that you were not the kind of wife you would like to be?”’

2. Answered “No” to, “During the past few weeks have you ever felt
that you were not the kind of mother you would like to be?”’

3. Answered ‘“Moderate amount or quite a lot” to, ‘““On the whole
would you say that you spend quite a lot of time, a moderate amount of
time or relatively little time doing things together with your husband?”

4. Answered “Strongly in favor” to, “Generally, how does your hus-
band feel about your work as an interviewer?”’

These four items all ask the interviewer about her guilt feelings
because she is employed. The other two subindexes deal with more
general attitudes on career and marriage:

Marital Attitudes .

1. Agree that one of the most important things for a happy marriage
is for a man and woman to be equal in intelligence. .

2. Disagree that if a wife earns more money than her husband, the
marriage is headed for trouble. _

3. Disagree that a married woman can’t make long-range plans for
her own career because they depend on her husband’s plans for his.

Child-rearing Attitudes

1. Agree that a preschool child is likely to suffer emotional damage
if his mother works. ‘

2. Agree that even if a woman has the ability and interest she should
not choose a career field that will be difficult to combine with child
rearing.

3. Agree that a working mother cannot establish as warm and secure
a relationship with her children as a mother who does not work.

While these last two indexes are highly correlated, the relation-
ship is inverse. That is, a high career orientation is indicated by a
high score on the Marital Attitudes Index and a low one on the
Child-rearing Attitudes Index.

For all indexes one point is given to each response. The Career
Orientation Index is obtained by summing the first two subindexes
and subtracting the Child-rearing Index score.
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Quality

Tables 8.13 and 8.14 give the relation between quality of inter-
viewing and the Child-rearing Attitudes items and subindex, and
Table 8.15 gives the relation between quality of interviewing and
the Career Orientation Index. These tables say that high quality
interviewers are more likely to have high career orientation. Of
interviewers who score low on the Child-rearing Attitude Index
and are thus high in career orientation, 62 per cent are high
quality interviewers, as compared to 42 per cent of those scoring
high on this index. The same relations are observed on the other

Table 8.13 Child-rearing Attitudes Related to Quality of Interviewing
(Per Cent)

Quality
High Average Low

Child-rearing Attitudes Total Base N

All interviewers 48 33 19 100 328

A pre-school child is :

likely to suffer emo-

tional damagg if his

mother works. 44 25 31 100 116
Even if a woman has the ’

ability and interest she

should not choose a

career field that will

be difficult to combine

with child-rearing. 43 34 23 100 184
A working mother can-

not establish as warm

and secure a relation-

ship with her children

as a mother who does

not work. 43 29 28 100 68

Table 8.14 Child-rearing Index Related to Quality of interviewing
(Per Cent) «

Child-rearing Quality Total Base
Index High Average Low N
High(2-3) - 42 25 33 100 103
Medium (1) 50 26 24 100 116

Low (0) 62 21 17 100 84
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two subindexes, but the differences are small. On the combined
index, the relationship is seen even more clearly. Of interviewers

with a high score (4 or more) on the Career Orientation Index, 61

per cent were high quality interviewers while only 36 per cent of
those scoring low on this index were high quality.

Cost

Thus far, high career orientation is related to high quallty
interviewing, but, unfortunately, it is also related to high costs,
as we hypothesized. The results are given in Tables 8.16-8.18,
which first give the relation between cost and the individual items,
then between cost and the subindexes, and finally between cost
and Career Orientation. The relation may be seen most clearly in
Table 8.18 where the Career Orientation Index is cross-classified
with cost. Of interviewers who are high on the Career Orientation
Index, 46 per cent are high cost interviewers as compared to 30
per cent of those who are medium or low on Career Orientation.
The same differences are found on the Household Attitudes sub-
index and the Marital Attitudes subindex in Table 8.17, but no
differences are seen on the Child-rearing Attitude Index.

Quality-Cost

‘Since quality and cost are both posmvely related to career
orientation, one would expect that these would cancel each other
and that there would be no apparent relation between carcer
orientation and the combined quality-cost characteristic. This is
confirmed in Table 8.20, but strangely Table 8.19 suggests that
there is still some correlation between quality-cost and two of the.

Table 8.15 Career Orientation Index Related to Qucllty of
Interviewing (Per Cent)

Career- Quality
orientation - Total Base N
High Low
Index
High (4 or more) 61 39 100 54
Medium (2-3) 52 48 100 141

Low (1 or less) 36 64 100 112
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Table 8.16 Child-rearing, Household, and Marital Attitudes Related
to High, Standard, and Low Cost Interviewers (Per Cent)

’ Cost
Aftitudes - Total Base N
High Standard Low
Allinterviewers 32 52 16 100 377

Household Attitudes:
Felt that I was the kind
of mother I would N
like to be 37 46 17 100 161
Felt that I was the kind ’
of wife I would like to
be 36 53 11 100 172
Spend more than a mod-
erate amount of time
doing things together
with my husband 34 52. 14 100 309
My husband strongly in
favor about my work
as an interviewer 39 52 9 100 140
Marital Anitudes: i
One of the most impor-
tant things for a
happy marriage is
foramanand a
woman to be equal :
in intelligence 35 52 13 100 252
Disagree—if a wife :
earns more money
than her husband, the
marriage is headed for
trouble 38 48 - 14 100 141
Disagree—a married
woman can’t make
long-range plans
for her own career
because they depend
on her husband’s
plans for his 36 51 13 100 236
Child-rearing Attitudes:
A pre-school child is
likely to suffer emo-
tional damage if his
mother works 40 41 19 100 C172
Even if a woman has the
ability and interest she
should not choose a
career field that will
be difficult to com-
bine with child-rearing 35 52 . 13 100 217
A working mother can- :
not establish as warm
and secure a relation-
ship with her children
as a mother who does .
not work .33 52 15 100 84
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Table 8.17 Child-rearing, Household, and Marital Attitude Indexes
Related to High, Standard, and Low Cost Interviewers (Per Cent)
Cost

Attitude Indexes Total Base N
High Standard Low

Houseliold Attitude Index:

High (3-4) 40 50 10 100 145
Medium (2) 28 56 16 100 105
Low (0-1) 26 53 21 100 127
Marital Attitude Index: .
High (2-3) 43 43 14 100 104
Medium (1) 29 57 14 100 169
Low (0) 27 52 21 100 104
Child-rearing Attitude
Index:
High (2-3) 33 50 17 100 127
Medium (1) 31 57 12 100 142
Low (0) 32 49 19 100 108

Table 8.18 Career Orientation Index Related tovHigh, Standard,
and Low Cost Interviewers (Per Cent)

-ori i Cost
Career-orientation . ‘ Total Base N
Index High Standard Low
High (4 or more) 46 42 12 100 67
Medium (2-3) ’ 30 55 15 100 168

Low (1.or less) 29 52 19 100 143

Table 8.19 Child-rearing and Household Attitude Indexes Related
to Better and Poorer Quality-Cost Interviewers (Per Cent)

Quality-Cost :
Attitude Indexes Total Base N
Better Poorer
Child-rearing:
High (2-3) 52 48 100 96
Medium (1) 54 46 100 113
Low (0) 66 34 100 80
Household:
High (3-4) _ 52 43 100 118
Medium (2) 57 43 100 82

Low (0-1) 63 37 100 89




130
Reducing the Cost of Surveys

subindexes. Since the Child-rearing Attitude Index was unrelated
to cost while related to quality, it is not too surprising to find that
66 per cent of those interviewers who were low on this index
(where a low score meant high career orientation) were better
quality-cost interviewers as compared to about 53 per cent of
other interviewers.

For the Household Attitudes Index, where one might expect
that the cost and quality relations would cancel each other, we
now find a negative relation between quality-cost and score. Of
interviewers scoring high on this index, 52 per cent are better
quality-cost, while of interviewers scoring low, 63 per cent are
better quality-cost. Here, the cost behavior seems to dominate,
although this difference could certainly be due to sampling error.

Years Emploved at NORC

As might be expected from the preceding discussion, there is
hardly any relation between years employed at NORC and career
orientation. The Career Orientation Index shows no differences
by length of time employed. The only one of the subindexes that
shows anything is the Household Attitude Index, which we sug-
gested measures guilt feelings about interviewing. Table 8.21 indi-
- cates that interviewers who have been at NORC for four or more
years are somewhat more likely to have higher guilt feelings; 25
per cent of interviewers who are low on the index (high in guilt)
have been at NORC for four or more years, as compared to 15 per
cent of interviewers high on this index. While there is no way of
knowing the cause-effect direction, it is more likely that guilt
increases somewhat with length of employment rather than length
of employment increasing as interviewers feel guiltier.

Table 8.20 Career Orientation Index Related to Better and Poorer
Quality-Cost Interviewers (Per Cent)

_orientati Quality-Cost ,
Career-orientation Y Total Base N
Index Beiter Poorer
High (4 or more) 57 43 100 53
Medium (2-3) 61 39 100 131

Low (1 or less) 51 49 100 103
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While the career orientation items are interesting to analyze,
because of their mixed behavior they are not very useful for pre-
dicting the value of an interviewer. Only the Child-rearing Attitude
Index seems to be of much use, since it is positively related to
quality and does not seem to be related to cost behavior.

ATTITUDES TOWARD INTERVIEWING AND

INTERVIEWING ACTIVITIES '

Most of the variables we have discussed so far were probably
not influenced by our interviewers’ job experiences, but some
such as guilt feelings about working may be. Attitudes toward
interviewing, on the other hand, may be present at the time the
interviewer is first hired, but are more likely to develop through
experience. If this is so, then these are not good variables for
measuring interviewer value, since after the interviewer is hired
there are direct measures of cost and quality behavior. We discuss
them here, however, since we are not certain that these attitudes
were not present when the interviewer was hired.

As with career attitudes, enthusiasm for interviewing is seen
both in high cost and in high quality interviewers, but seems to be
more related to cost than to quality. There seem to be two factors
which are only slightly correlated. The first is an enjoyment of
interviewing activities. This is related to both high cost and
quality. The other is an attitude toward interviewing that views
interviewing as a stepping-stone to another job or as a high
prestige part-time occupation. This factor is positively related to
high cost and negatively to quality, Neither of the factors are
strongly related to number of years employed.

Table 8.21 Household Attitudes Index Related to Years Employed
at NORC (Per Cent)

Years Employed
Household Total Base N
Attitudes Index One Two- Four
Year Three Years
or Less Years or More
High (3-4) 32 53 15 100 162
Medium (2) - 31 48 21 100 116

Low (0-1) 29 46 25 100 147
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J
v

The first factor is described in an Interviewing Activities Index.
One point is given on this index for each of the following answers:
Prefer a questionnaire that has a great many open-ended

questions,
Like study and training very much,
Like editing very much,
Like field counting very much,
Like listing very much, and
Find maps very easy to read.

The second factor is described in an Attitudes toward Inter-
viewing Index. One point is given for each of the following
responses:

See interviewing as-a stepping-stone to another job,

Interviewing provides an excellent opportunity to be.
helpful to others,

Love interviewing and look forward to every assignment,

No other employment now besides interviewing,

Would like a full-time career if I had the opportunity,

Not nervous at all when someone first opens the door at
an assigned household,

Plan to continue interviewing indefinitely, and

Interviewing provides me an excellent opportunity to
use my special abilities or aptitudes.

Quality
Tables 8.22 and 8.23 show the relation between quality and

attitudes toward interviewing and interviewing activity. It may be
seen in Table 8.22 that of interviewers who were low on the Inter-

Table 8.22 Enjoyment of Interviewing Activities Index Related to
Quality of Interviewing (Per Cent)

iewi Qualit
InTe.r\.newmg Y Total Base N
Activities index High Low
High (3 or more) © 52 48 100 88
Medium (2) 54 46 100 84

Low (0-1) 41 59 100 125
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viewing Activities Index, 41 per cent are high quality interviewers,
as compared to 53 per cent for those who were medium or high-on
this index. The reverse is the case on the Attitudes toward Inter-
viewing Index. Table 8.23 suggests that the least enthusiastic
respondents. are likely to be the higher quality interviewers. Of
interviewers low on the Attitudes toward Interviewing Index, 59
per cent are high quality as compared to about 50 per cent for
those who are medium or high on this index.

Cost

Tables 8.24 and 8.25 indicate that the relation between high
cost and enjoyment of interviewing activities is stronger than the
relation between high quality and interviewing activities. Of inter-

Table 8.23 Attitudes toward Intervuewmg Index Related to Quality
of Interviewing (Per Cent)

i Qualit .
Aﬂm{des. toward Y Total Base N
Interviewing Index High Low -
High (5 or more) 52 48 100 105
Medium (3-4) 47 53 100 120
Low (0-2) - ' 59 . 41 100 - 82

Toble 8. 24 En|oyment of Interviewing Achvmes by High, Standord
and Low Cost Interviewers (Per Cent)

. Cost }
Attitude ‘ Total. Base N

High Standard Low
All interviewers 32 52 © 16 100 t37

Like field counting :
very much 37 51 12 100 59
Like listing very much 35 52 13 100 - 85
Like editing very much 46 42 12 100" 113

Like study and train- o

ing very much 36 48 16 100 220

Prefer questionnaire

with great many open- :

ended questions 37 48 15 100 146
Find maps very easy

to read . 38 47 15 100 136
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viewers who are high on the Interviewing Activities Index, 43 per
cent are high cost interviewers as compared to 25 per cent of
interviewers low on this index. As is seen in Table 8.24 where the
separate items of this index are presented, the single item most
highly related to high cost is enjoyment of editing a questionnaire
for clarity after the interview is completed.

A stronger relation is found between attitudes toward inter-
viewing and costs, as shown in Tables 8.26 and 8.27. Among inter-
viewers who are high on the Attitudes toward Interviewing Index,
45 per cent are high cost interviewers, as compared to 19 per cent
of interviewers who are high cost among those who are low on this
index. The separate items are given in Table 8.26, and it may be
seen that the strongest relation is on the item *‘see 1nterv1ewmg
as a stepping-stone to another job.”

Quality-Cost

Since both quality and cost are posmvely related to the Inter-
viewing Activities Index, they cancel each other and there is no
net effect. The relation between attitudes toward interviewing and
quality-cost is still present, although weaker than the relation with
costs alone. Table 8.28 shows that 48 per cent of interviewers
scoring high on the Attitudes toward Interviewing Index are
better quality-cost, as compared to the 61 per cent who are better
quality-cost among those who are low on this index.

Another item that seems related to quality and cost, but not
much related to each separately is the interviewer’s perception of
the prestige of being an interviewer. The respondents were asked
whether they believed that interviewing was higher, lower, or

Table 8.25 Enjoyment of Interviewing Activities Index by High,
Standard, and Low Cost Interviewers (Per Cent)

Enjoymentof | Cost

Interviewing — Total Base N
t d L
Activities Index High Standar ow

High (3 or more) 43 43 14 100 132
Medium {2) 29 55 6 100 96
Low (8-1) 25 58 17 100 149
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about the same in prestige as artist, public school teacher, play-
ground director, waitress, nurse, singer in night club, clothes
presser in a laundry, saleslady in a store, welfare worker, chemist,
and owner-operator of a lunch stand. An answer for a given occu-
pation was scored two if the respondent rated interviewing higher

Table 8.26 Attitudes toward Interviewing Related to High, Stondcrd
and Low Cost Interviewers (Per Cent)

Cost
Attitude - Totol Base N
- High Standard ~ Low .
All interviewers 32 52 16 100 . 377
I would like a full-
time career if [ had :
the opportunity 36 51 13 100 © . 157

Interviewing provides an

excellent opportunity

to use my special

abilities or aptitudes 35 51 14 100 217
Interviewing provides an -

excellent opportunity

to be helpful to others 40 44 16 100 121
No other employment

now besides . L

interviewing 37 48 15 100 $ 245
Plan to continue inter- )

viewing indefinitely 35 51 14 -~ 100 o297
See interviewing as a S . .
stepping-stone to an-

other job 44 38 18 100 67
Not nervous at alf when

someone first opens

the door at assigned

household 37 53 10 100 : 188
1 love interviewing and .
look forward to every )
assignment . 3% 49 12 100 132

Table 8.27 Attitudes toward Interviewing Index Related to ngh
Standard, and Low Cost Interviewers (Per Cent)

Attitudes toward Cost
S Total Base N
Interviewing Index High  Standard - Low
High (5 or more) 45 43 12 100 130
Medium (3-4) 30 55 15 100 152

Low (0-2) 19 59 2 100 95
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than most other interviewers, zero if interviewing was rated lower
than most respondents rated it, and one if rated the way other
respondents rated it. Of interviewers who were high on the Inter-
viewer Prestige Index, 52 per cent were better quality-cost inter-
viewers as compared to 64 per cent who were better quality-cost
among interviewers who were low on this index. These results are
given in Table 8.29.

Years Employed at NORC ,

Only the Attitudes toward Interviewing Index seems related to
years employed at NORC. Table 8.30 shows that among inter-
viewers who are high on this index, 82 per cent have been with
NORC for more than one year and 24 per cent for four years or
more. On the other hand, of interviewers low on this scale, 64 per
cent have been with NORC for more than a year and 17 per cent
for more than four years. Again the direction of the cause-effect
- relation is unclear. Does longevity cause enthusiasm, or does en-
thusiasm cause longevity? ‘

In general, none of the measures in this section gives a clear-cut

Table 8.28 Aititudes toward Interviewing Index Related to Better
and Poorer Quality-Cost Interviewers (Per Cent)

. Better Poorer
lﬁ"'hfd:s.;oY:J:x Quality-- Quality- Total Base N
nierviewing Cost ~ Cost o
High (5 or more) 48 52 100 100
Medium (3-4) 61 39 100 115
Low (0-2) 61 39 100 ’ 74

Table 8.29 Interviewer Prestige of Better and Poorer Quality-Cost
Interviewers (Per Cent) ‘

. Quality-Cost '
Interviewer Prestige Total Base N
Better Poorer
High (14 or more) 52 48 100 101
Medium (11-13) 55 45 100 114

Low (10 or less) 64 36 100 74
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prediction of the value of an interviewer. Enjoyment of interview-
ing tasks as opposed to the glamour and prestige of being an
interviewer is likely to mean that the interviewer will be high
quality, but also high cost. The applicant who is attracted by the
glamour of the job is likely to be a poorer quality-cost interviewer,
but may be more likely to remain an interviewer. To confirm this,
it will be necessary to ask these questions of applicants, rather
than experienced interviewers.

PREVIOUS EXPERIENCE AND KNOWLEDGE OF OTHER

INTERVIEWERS

Many field organizations have strong policies on hiring or not -
hiring interviewers with experience at other organizations. It is
either argued that experienced interviewers will be more skillful
or that they will be more costly because they have had different
training and have acquired bad ‘habits. Sheatsley (1950) found
little relation between past experience and quality, nor do we in
this study. We do find, however, that interviewers who have
worked for other organizations are somewhat more likely to be
high cost interviewers, as shown in Table 8.31. Among inter-
viewers with past experience, 38 per cent are high cost as com-
pared to 28 per cent high cost among interviewers with no past
experience.

There is also some tendency for interviewers who know other
interviewers to be high cost. The measure of interviewer contact
with other interviewers is obtained by summing the number of
other NORC interviewers with whom the respondent gets together

Table 8.30 Attitudes toward Interviewing Index by Years Employed
at NORC (Per Cent)

. Years Employed
Attitudes toward Total Base N
Interviewing Index One Two- Four :
Year Three Years
or Less Years or More
High (5 or more) 18 58 24 100 101
Medium (3-4) 33 47 20 100 189

Low (0-2) 36 47 17 100 135
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socially and the number of interviewers for other survey organi-
zations whom she knows.

Table 8.32 shows that 40 per cent of interviewers who know
five or more other interviewers are high cost as compared to 29
per cent high cost among interviewers who know only one or no
other interviewers. Essentially the same thing is seen in Table 8.33
where only the number of non-NORC interviewers known is re-
lated to cost. '

Since interviewers known is not related to quality, the relation
still holds comparing interviewers known to quality-cost. Table
8.34 shows that 54 per cent of interviewers who know five or more

Table 8.31 Previous Interviewing Experience by High, Standard, and
Low Cost Interviewers (Per Cent)

. . Cost ‘
Previous Experience — Total ~ BaseN
High Standard Low ‘
Yes . 38 52 10 100 158
No 28 52 20 100 219

Table 8 32 Total Interviewers Known by High, Standard, and Low
Cost Interviewers (Per Cent)

p i Cost
Total Interviewers Total Base N
Known High Standard Low
5 or more ‘ 40 ©ost 9 100 107
2-4 32 S3 15 . 100 143
0-1 ' 29 51 20 . 100 127

Table 8.33 'Non-NORC Interviewers Known by High, Standard, and
Low Cost Interviewers (Per Cent)

0 Cost
Nf’" NORC Total Base N
Interviewers Known High Standard Low
4 or more 37 54 9 100 113
1-3 32 53 15 100 137

0 29 49 22 100 127
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other interviewers are better quality-cost, while 63 per cent of
those who know only one or no other interviewer are better
quality-cost interviewers.

- FAMILY RESPONSIBILITY .

The common practice among survey research organizations is
to avoid hiring applicants with heavy family responsibilities be-
cause of the fear that they will not have the time to complete as-
signments, and will be more likely to quit. While our results con-
firm this, they also indicate that interviewers with heavy family
responsibilities are less likely to be high cost interviewers and
more likely to be better quality-cost. This would suggest that heavy
family responsibilities not be an automatic cause of rejection.

The Family Responsibility Index was obtained by counting one
point for each child in the household and adding one point for a
yes answer to the question, “Do you feel obliged to spend sub-
stantial amounts of time with relatives other than your husband
or'children?” Clearly, number of children and family responsibil-
ity are very highly correlated. This may be seen in Tables 8.35 and

Table 8.34 Total Interviewers Known by Better and Poorer Quality-
Cost Interviewers (Per Cent)

iewe Quality-Cost
Total Interviewers y Total Base N
Known Better Poorer
5 or more 54 46 100 85
2-4 ’ 54 46 100 108
0-1 63 37 100 96

Table 8.35 Family Responsibility by High, Standard, and Low Cost
Interviewers (Per Cent)

) i Cost
R Famn‘lg.r - Total Base N
esponsibility High Standard Low
High (4 or more adults .
or children) 22 61 17 100 94
Medium (2-3) 36 49 [} 100 214

Low (0-1) 35 51 14 100 69
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8.36, which relate first family responsibility, then number of chil-
dren to cost. Twenty-two per cent of interviewers with responsi-
bility for four or more adults or children are high cost interviewers
as compared to 35 per cent high cost for those with responsibility
for one or no persons.

Since family responsibility is not related to quality, one would
expect to see a relation to quality-cost. This is given in Table 8.37,
which shows that 66 per cent of interviewers with high family
responsibility are better quality-cost as compared to 50 per cent
with low family responsibility.

The fly in the ointment is that interviewers with heavy respon-
sibilities are more likely to resign. Table 8.38 shows that among
interviewers with high family responsibilities, only 21 per cent
have been with NORC for four or more years while 34 per cent
have been here a year or less. Among interviewers with low family
responsibilities, 34 per cent have been at NORC for four or more
years and 19 per cent for less than a year. Thus, differential resig-
nation rates counteract reduced costs, so that family responsibility
is not a good measure of the value of an interviewer.

Table 8.36 Number of Children by High, Standard, and Low Cost
Interviewers (Per Cent)

‘ Cost
Nun.\ber of ‘ : Total Base N
Children High Standard Low
o1 35 43 17 100 82
23 34 50 16 100 224

4 or more : 22 65 13 100 68

Table 8.37 Family Responsibility by Better and Poorer Qualny -Cost
Interviewers (Per Cent)

Quality-Cost
Family Responsibility Total Base N
Better Poorer . :
High (4 or more adults .
or children) 66 34 100 65
Medium (2-3) 58 42 100 165 -

Low (0-1) 50 50 100 48
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EFFICIENCY AND SELF-SUFFICIENCY

Efficiency in planning should be reflected by lower interviewing
costs, and our results confirm this. An efficiency index was devel-
oped based on one point for each of the following responses:

Self-rating of more efficient when asked, “*Compared to
most other women you know how efficient would
© you say you are?”’
"Generally plan week’s menus in advance;
Prefer to do everyday cooking myself all the time;
 Prefer to do cooking for special occasions myself all the
- time; :
Prefer hired help all the time for weekly household
- cleaning; and ‘
Prefer to read a road map rather than ask someone
how to get there when going some place new. »

It can be seen that the items measure not only efficiency, but
also self-sufficiency with these two characteristics being highly
correlated. :

While neither quality nor cost alone are highly related to this
index, Table 8.39 shows that there is a relation between efficiency
and the quality-cost variable. Of interviewers who are high on this
index, 63 per cent are better quality-cost interviewers as compared
to 50 per cent among those low on the Efficiency Index.

Table 8.40 suggests that there is a relation between years em-
ployed at NORC and efficiency. Among interviewers high on the
Efficiency Index, one-third have been at NORC for four or more

Table 8.38 Family Responsibility by Years Employed at NORC
(Per Cent)

l Years Employed
Family
_ Total Base N
Responsibility One Two Four
Year Three Years
or Less Years or More
High (4 or more adults
and children) 34 45 21 100 100
Medium (2-3) 33 52 15 100 248

Low (0-1) 19 47 34 100 77
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years and 27 per cent for a year or-less. Among interviewers low
on the Efficiency Index, 21 per cent have been at NORC for four
or more years and 43 per cent for a year or less. Again, it is pos-
sible that greater efficiency is due to the demands of interviewing,
rather than efficiency causing longevity.

ACTIVITIES ENJOYED
Interviewers were asked for a list of sixteen activities—either
that they personally enjoyed or that they thought they would en-
joy if they had the opportunity to engage in them. An Activities
Enjoyed Index, which correlated highly, was developed from the
items. As will be seen, most of the items deal with outdoors ac-
tivities, which seems reasonable since a part of interviewing re-
quires walking from house to house. The items on the index each
given one point are: mountain climbing, skiing, gardening, tennis,
golf, making a speech, gossiping, and building furniture.

A Sports Activities Enjoyed subindex was also derived using

“only the first five items on the list.

Table 8.39 Efficiency Index by Better and Poorer Quality-Cost
Interviewers (Per Cent)

Quality-Cost
Efficiency Index Total Base N
Better Poorer.
High (4 or more) . 63 - 37 100 - 83
Medium (2-3) 56 44 100 156
Low (0-1) 50 50 100 50

Table 8.40 Efficiency Index by Years Employed at NORC (Per Cent)
Years Employed ‘

Efficiency

Index One Two- Four Total Base N
Year . Three Years
or Less Years or More
High {4 or more) o7 50 33 100 125
Medium (2-3) 29 53 18 100 233

Low (0-1) 43 36 21 100 67
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Quality
Tables 8.41 and 8.42 show that there is a posmve but rather

weak relation between quality and the Activities Enjoyed and
Sports Enjoyed indexes. Among interviewers who enjoyed more
than five of the activities, 51 per cent were high quality as com-
pared to 43 per cent of interviewers who enjoyed four or fewer-
of the activities. Similarly, among interviewers who enjoyed four
or five sports activities, 55 per cent were high quality as com- .
pared to 44 per cent high quahty among interviewers who enjoyed
three or less sports.

Cost

For a pleasant change, the Activities Enjoyed Index is nega-
tively related to cost so that it adds to rather than cancelling the
quality measure. As seen in Table 8.43, of interviewers who were
high on the Activities Enjoyed Index, 24 per cent were high cost as -
compared to 37 per cent among interviewers low on this index.

Table 8.41  Activities :Enioyed Index Related to Quality of Interviewing
(Per Cent)

ctivifi i ' Qualit
Activities Enjoyed ity Total Base N
Index High Low
High (7 or more) 51 49 100 68
Medium (5-6) 52 48 100 - 110

Low (4 or less) 43 57 100 129 ;

Table 8.42 Sports Activities Enjoyed Index Related to Quality of
Interviewing (Per Cent)

i ' Quali
Sports Enjoyed _ ty Total Base N
Index High Low
High (4-5) 55 45 100 114
Medium (2-3) 43 57 100 127

- Low (0-1) 44 56 100 66
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Quality-Cost

Table 8.44 relates activities enjoyed to quality-cost. Of inter-
viewers who enjoyed five or more of the activities on the index,
63 per cent are better quality-cost interviewers as compared to
48 per cent-of those who enjoyed four or less activities. Again,
most of this is related to enjoyment of sports. Table 8.45 shows
that 64 per cent of interviewers who enjoy four or more sports are
better quality-cost interviewers as compared to 53 per cent of
those who enjoy three or less sports.

Although there is no relation between activities enjoyed and

Table 8.43 Activities Enjoyed Index by High, Standard, and Low
Cost Interviewers (Per Cent)

- Cost
.A chivities Total Base N
Enjoyed Index High Standard Low
High (7 or more) 24 . 56 20 100 91
Medium (5-6) 32 52 16 100 125
Low (4 or lgss) 37 50 13 100 161

Table 8.44  Activities Enjoyed Index by Better and Poorer Quality-Cost
Interviewers (Per Cent)

Activities Enjoyed Quality-Cost

Total - BaseN
Index Better Poorer _
High (7 or more) 61 ] 39 100 66
Medium (5-6) 65 35 1060 103
Low (4 or less) . 48 52 100 120

Table 8.45 Sports Activities Enjoyed Index by Better and Poorer
Quality-Cost Interviewers (Per Cent)

Quality-Cost
Sports Enjoyed Index Total Base N
Better Poorer
High (4-5) 64 36 100 62
Medium (2-3) 53 47 100 121

Low {0-1) 52 48 100 106
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number of years employed at NORC, this variable does seem use-
ful in discriminating between better and poorer quality-cost
interviewers.

POLITICAL PARTY PREFERENCE .

Survey organizations have sometimes attempted to control for
party preferences of their interviewers, particularly on political
surveys where this is a relevant factor. There is no reason to be-
lieve that party preference would be useful as a selection device,
but our measures of interviewer value are all related to party
preference, although none of the relations are particularly im-
pressive. Since party preference is known to depend heavily on
geographic and socioeconomic variables, we would like to explore
these, but our sample size and questionnaire design do not permit
this. The results of this section should be treated cautiously—we
are certainly not suggesting that Democrats not be hired as
interviewers. '

The relations between party preference and: the measures of
interviewer value are given in Tables 8.46-8.49. Table 8.46 relates
party preference and quality. Among Democrats, 43 per cent are
high quality interviewers as compared to 52 per cent among Re-

Table 8.46 . Political Party Preferences Related to Quality of
Interviewing (Per Cent)

Quality
Party Preference - : Total Base N
High Low ‘
Democratic 43 57 100 150

Republican and others 52 48 100 157

Table 8.47 Political Party Preferences Related to High, Standard,
and Low Cost Interviewers (Per Cent)
Cost

Party Preference Total Base N
High Standard Low

Democratic 37 48 15 100 188
Republican and others 27 56 17 100 186

i
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publicans and others. In Table 8.47, which relates party preference
and cost behavior, it can be seen that 37 per cént of the Democrats
are high cost as compared to 27 per cent of the Republicans and
others.

Combining these two results, Table 8.48 indicates that 63 per
cent of Republicans and others are better quality-cost interviewers,
while 50 per cent of the Democrats are better quality-cost. Finally,
Table 8.49 relates party preference to number of years employed.
A mixed picture is seen, with Democrats more likely to be new
interviewers or those who have worked for NORC for four years
or more. Our sample is too small to determine the reasons for this
distribution but these facts should be considered. Those inter-
viewers who have worked for four years or more are most likely
from the largest cities that were in the old NORC sample and are
in the current sample. These largest cities are probably more
likely to have a higher proportion of Democrats. Among inter-
viewers who were recruited for the new sample, the ones who have
remained longer seem more likely to be Republicans, but this too

Table 8.48 Political Party Preferences Related to Better und Poorer
Quality-Cost Interviewers (Per Cent)

Quality-Cost ' :
Party Preference Total Base N
Better Poorer
Democratic 50 50 100 139
Republican and others 63 37 100 150

Table 8.49 Political Party Preferences Related to Years Employed at
NORC {Per Cent)

Years Employed
Party Total  BaseN
Preference One Two- Four ota ase
Year Three Years
or Less Years or More
Democratic 39 23 38 100 203

Republican and
others 23 54 23 100 222
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may be due to size of community. The smaller towns and rural
areas, which are the easiest to interview in and where opportuni-
ties for other employment are. limited, are more likely to be
Republican. Possibly, the same sort of reasoning explains the
quality and cost differences related to party preference, and
some of the other relations in earlier sections.

MACHIAVELLIANISM

The Machiavellian scales have been developed by Christie and
Merton (1958) as a measure of the tendency to manipulate other
people. The first two questions of the interviewer questionnaire
form the basis for two scales known as Mach I and Mach II.
Mach I does not discriminate well on highly educated groups, nor
did it discriminate between any of the measures of interviewer
value. Mach 11, the second question, is based on a series of
forced choice items. In general, respondents dislike these kinds
of questions, and this one caused the most complaints among
interviewers, but it did produce an interesting finding.

We had thought that interviewers high on the Mach scales
would be high cost interviewers since they might attempt to
manipulate NORC. Just the reverse turned out to be true as can
be seen in Table 8.50. Of interviewers high on the Mach 11 Scale,
66 per cent were better quality-cost as compared to 51 per cent
who were better among interviewers low on the Mach I1.

Since differences in quality are slight, this is mostly due to
differences in cost. In other words, if any one is being manipu-
lated, it is the respondent and not the research organization.

Table 8.50 Machiavellianism by Better ond Poorer Quality-Cost
Interviewers (Per Cent) ‘

Quality-Cost

Machiavellian Scale Total Base N
Better Poorer
High (5 or more) ‘ 66 34 100 83
Medium (3-4) 54 46 100 105

Low (2 or less) 51 49 100 101
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PERCEIVED QUALITY AND COST

The final two tables demonstrate a strong relation between
perception and behavior, The best interviewers know it, and the
high cost interviewers know it too. These perceptions are obtained
from contact with supervisors and with other interviewers. It is
possible, however, that applicants may be able to predict their
quality and cost behavior when hired, and if so then self-perception
might be the best predictor of interviewer value.

The quality perception question asked, “How good an inter-
viewer do you think you are?” Of interviewers who said “One of
the very best,” 75 per cent were high quality as compared to 41
per cent among those who were average or below, as is shown in
Table 8.51. Note, however, the small case base for mterwewels
claiming to be one of the very best.

The cost perception question asked, “How do you think your
costs compare to those of other interviewers in your area?” Table
8.52 indicates that 77 per cent of interviewers who thought that
their costs were above average were high cost interviewers as com-
pared to 14 per cent who thought their costs below average.

Table 8.51 Perceived and Actual Quality of Interviewing (Per Cent)

Quality
Perceived Quality Total Base N
High Average Low
I am one of the very best 75 8 17 100 24
I am above average 49 41 10 100 - 156
I am average or below 41 30 . 29 100 143

Table 8.52 Perceived Costs by High, Standard, and Low Cost
Interviewers (Per Cent)

. Cost
Perceived Cost Total Base N
High Standard Low

My costs are above

average 77 23 0 100 22
My costs are average 32 52 - 16 100 268
My costs are below

average 14 60 26 100 42
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Again, however, the case bases for both above and below average
are small.

SOME VARIABLES THAT DON'T WORK

In this section we list the other variables included in the ques-
tionnaire that did not appear to be related to any of the measures
of interviewer value.

Happiness.—We had thought that less happy interviewers
would charge more than happy ones or be lower quality inter-
viewers, but there were no differences.

Financial need.—An attempt was made to measure financial
need with the idea that interviewers with strong financial needs
would charge more than those without these needs, or that need
might be related to length of service. We found, however, that
hardly any NORC interviewers have pressing financial needs or
admit to working for this reason. Nor are any differences seen
in the interviewer value measures when total family income or
husband’s occupation is used.

Membership in other organizations.—Almost all interviewers
are active in many other organizations so this variable cannot be
related to anything else.

Religious behavior.—We could find no differences in quality
or cost related to either denomination or religiousness. ‘

Perfectionism.—No table is given, but there is a weak relation
between perfectionism and cost. Of interviewers who like to see
the job done perfectly, 37 per cent are high cost interviewers as
compared to 29 per cent among interviewers who are satisfied if
the job is done well but less than perfectly.

Size of place where raised.—There was no relation between the
value measures and whether the interviewer was brought up
mostly on a farm, in a town, in a small city, in a large city or in
a suburb of a large city.

COMBINATIONS OF VARIABLES

If the sample size were larger, the next step in the analysis
would be to cross-classify our interviewing variables with com-
binations of the independent variables. Since this is not possible,
a multiple regression procedure is used. This procedure is used,
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not because it solves the problems of the small samples, but be-
cause the computer programs are well developed and regression
lines can be computed quickly and cheaply.

The problem of discriminating between groups on the basis of a
series of items is far from solved theoretically. Readers with some
mathematics background will be interested in Solomon’s Studies
in Item Analysis and Prediction (1961) and particularly in the
detailed discussion of Anderson’s W statistic, which is related to
the multiple regression technique.

Further, most of the variables we consider are qualitative
rather than quantitative, and there are serious doubts that the
normality and linearity assumptions are met. Finally, the small
size and the peculiarities of our sample and our search procedure
for explanatory variables would certainly keep the resuits from
holding exactly true for other populations. ‘

For this reason, we merely present in this section the combina-
tions of variables that seem to best predict the various inter-
viewer values. We do not give beta coefficients since, given. the
limitations mentioned above, they are more likely to be confusing
than helpful. At this stage, we have merely tried to identify those
variables that should be studied by other survey groups who wish
to evaluate their interviewer applicants. :

The regression procedures also give estimates of the amount of
variation explained among interviewers by the independent vari- -
ables. While we shall give these estimates, they are subject to the
same limitations mentioned. It should be noted that for all our
interviewer variables, the independent variables explain only a
minor part of the variance. While these variables are useful, they
should never be used in place of supervisor judgment.

Quality
As one would expect from looking at the indexes separately,
the combination of variables that best predict high quality are
(in probable order of importance):
Need achievement
_ Career orientation
Education and intelligence ;
‘Attitudes toward interviewing (negative)
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Interviewing activities
Activities enjoyed
Using these variables gives a multiple R of .4 which means that
about 15 per cent of the variation is explained. The first three of
the variables account for the major part of the explanation in the
regression model, as is generally the case.

Cost
The variables most useful for predicting high cost behavior are:
Career orientation
Attitudes toward interviewing
Interviewing activities
Family responsibility (negative)
Activities enjoyed (negative)
Education and intelligence (negative)
Total interviewers known
Previous interviewing experience

Using these variables gives a multiple R of about .45, which
means that about 20 per cent of the variation in costs is explained.
Note the high degree of overlap in the independent variables be-
tween quality and cost with only Need Achievement and Family
Responsibility as exceptions. Total Interviewers Known and
Previous Interviewing Experience explain only a small part of the
cost variables and have some small relation to quality.

We are faced with what some social scientists call the “fully-
only”’ problem. Are we pleased that according to our regression
procedures fully 15 to 20 per cent of the variance is explained, or
are we disappointed that only 15 to 20 per cent is explained? The
reader must decide for himself. The author finds these results to
be promising, although there is certainly the possibility that they
could be improved. For example, if self-perceptions of quality and
cost proved to be as highly correlated with actual behavior of
applicants as they are with experienced interviewers, then the
predictions would be improved considerably.

It should also be remembered that costs and quality may de-
pend to a large extent on the local supervisor. In hiring and in
training and controlling interviewers, her behavior may be respon-
sible for much of the variation between interviewers. We are,



152
Reducing the Cost of Surveys

however, unable to measure this since only a single supervisor is
used in a sampling area, and thus supervisor characteristics are
confounded with the sampling area.

Quality-Cost
Combining cost and quality, the better quahty cost variable is
- best explained by the following independent variables:
Need achievement
Activities enjoyed
Education and intelligence
Mach II
Attitudes toward interviewing (negative)

Because of the mixed relations of some of the variables with
both cost and quality, the estimated multiple R is about .35, which
means that about 12 per cent of the variance is explained.

Other survey organizations testing these variables may wish to
omit the Mach II scale because of the earlier discussed difficulties
that respondents have in answering the questions.

Years Employed at NORC
The most difficult of the variables to predict is longevity, for
reasons discussed earlier. It is not too surprising to learn that the
best combination of variables yields a multipie R of only .25,
which means that only about 5 per cent of the variance m lon-
gevity is explained. The independent variables used are:
‘ Education and intelligence
Attitudes toward interviewing
Family responsibility (negatlve)
~ Efficiency
As a general concluding remark, the combmatlons of variables
that seem most important on the regressions are pretty much
what one would have predicted from looking at the separate
indexes. This is because none of the indexes are highly correlated
with each other. Since this work has been exploratory, the ten-
dency has been to include variables even if they are only weakly
related to the interviewing value variables, and to leave the win-
nowing, of the best predictors for the future. Of course, it may
turn out that variables that were not considered in this chapter
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are even better predictors than the ones included here. We sus-
pect, however, that the most critical attributes of an interviewer
cannot be captured in a questionnaire, but must be uncovered by

a sensitive high quality field supervisor.
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The Use of
Computers To Code
Free Response Answers
in Survey Research

INTRODUCTION :

Asking respondents to give verbal or written statements to
questions has long been a major method of gathering data in
survey research. This form of gathering data has most often been
used instead of precoded forms when precoding is too complicated
or cumbersome, or when types of responses cannot be determined
in advance. For example, a detailed listing of occupational titles
is simply too complicated and cumbersome; one should not expect
an interviewer or respondent to handle it. Nor is it possible: to
construct codes in advance for a question such as, “What kinds of
things do you worry about most?”

Typical procedures for coding open-ended questions have in-
hibited their full usefulness. On the basis of a very limited sample
of the responses, the analyst must determine how he wishes to
categorize all responses. Most often categories are one-dimen-
sional and occasionally two-dimensional, but the codes can sel-
dom be more complicated. After a set of codes has been established
and used to categorize natural language response, time and money
pressures almost always prevent recoding, no matter how brilliant -
or insightful an idea the analyst may have as he examines the tabu-
lated results.

Many ways in which data might be summarized have not been

- used because it was assumed that they were beyond the technical

Bruce Frisbie was the senior author of this chapter.
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capacity of survey procedures. For example, it has not been fea-
sible to use free response information to evaluate a respondent’s
state of psychological well-being or his attitude toward his life
situation. It is unrealistic to ask interviewers or students to make
such judgments because they lack sufficient training. On the other -
hand, there is little likelihood that trained psychologists will read
and evaluate two_or three thousand interviews along such dimen-
sions; the task would be laborious, and the expense prohibitive.

THE GENERAL INQUIRER

Thischapter describes some experimental work at NORC on the
use of computers in coding responses to open-ended questions.
Because of the progress made in the speed of processing data, the
amounts of data that can be handled, and the variety of ways in
which the same raw data can be analyzed, much work has been
done on processing and summarizing natural language data by
computer (Doyle, 1965; Iker and Harway, 1965; Simmons, 1965).
- One very important system for analyzing or summarizing the con-
tent of natural language text has been developed at Harvard, prin-
cipally by Philip Stone, and is called the General Inquirer (Stone
et al., 1962; Stone and Hunt, 1963; Dunphy et al., 1965). Since
our ideas and methods evolved from attempts to use the General
Inquirer (Harvard III dictionary), it may be useful to give some
of its history. ‘

In this system the input information, or the data to be pro-
cessed by machine, is natural language text, such as that which
you are now reading, composed of words and phrases, sentences
and paragraphs, divided into sets of texts or sets of respondents.
The text is on data processing cards or tapes, rather than on
standard sheets of paper. A large list of words—a dictionary of
them—defined by an arbitrary number of concepts (usually of cur-
rent usage in the behavioral sciences) is stored in the computer,
which compares each word or phrase in the data with this diction-
ary. All words listed in the dictionary which have been defined
as representing a given concept are assigned a number represent-
ing it. (For example, concept SELF is defined as I, me, mine, all
of which have the number 01, the numeric meaning of SELF.) A
sentence is read into the computer, and each word and phrase in
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the text is compared with each word and phrase in the dictionary.
A sequence of numbers representing the concepts found by match-
ing the text and dictionary words and phrases is then assigned to
the sentence. All words and phrases occurring in the text but not
in the dictionary are sent to a different tape so that the untagged
words can be reviewed later. Since the concepts or codes are al-
ways devised by the analyst, all the criteria for coding or sum-
marizing the data are explicit and predetermined—the machine
merely does the work. :

The General Inquirer system has often been compared to a dic-
tionary. The format in which the system is used by the computer
does indeed look like a dictionary (as previously described). As an
idea, however, it is most similar to a thesaurus; it is a set of con-
cepts by which words are grouped as similar or dissimilar. Each
concept is defined by a list of words and phrases and the list of
concepts defining the words comprises the dimensions of the
thesaurus. The system only resembles a dictionary in that a list of
words and phrases and their thesaurus definitions exists. Not all

“words are defined by the concepts. The thesaurus does not neces-
sarily include all words and phrases or all categories of meaning in
the natural language. The concepts used to categorize words are
merely those of interest to the analyst.

The history of the General Inquirer’s origins and development
began at Harvard University as an extension of Interaction Pro-
cess Analysis, devised by Robert F. Bales (1950). The Bales tech-
niqueis used for description and analysis of small group interaction
and measures how people relate to each other, but not the sub-
stance of their conversations. It soon became apparent that it
would be helpful to know something about the substance as well
as the form of interaction in small groups. From this desire for
such summary information grew the idea of automated proce-
dures for analysis of natural language text. The idea of using a
constant set of categories for analyzing discrete words within a
sentence—the sentence forming the smallest unit for an action-
oriented description and analysis—is quite consistent, if not a log-
ical outgrowth of the initial Bales system. Philip Stone was
intrigued by Bales’ idea and began working on ways to implement
the idea operationally. Although a host of people here and abroad
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have expressed interest in the system and have worked with it, the
primary orientation of almost all users of the system has been
psychological or has usually involved extensive analysis of small,
or homogeneous, groups of people or texts (Dunphy, 1964; Paige,
1964; Smith et al., 1965). To the best of our knowledge, this study
represents the first and most extensive attempt to modify and use
any such automated procedure for analysis and summary of sur-
vey materials.’

The chief difference between other approaches and the NORC
approach is that; while other data have been small in size or highly
homogeneous in nature, NORC data are neither small nor homo-
geneous. In the study to be discussed later, the sample was 540
respondents who spoke about 35,000 words. The analysis was’
multivariate, involving at least twenty different ways of analyzing
the text from the viewpoint of independent and control variables.

Many of the issues and problems discussed in this chapter have
emerged because of the heterogeneous nature of the sample and
the heterogeneity of variables used in multivariate analysis. This
is especially true in regard to developing and operationally de-
fining lists of idioms and homographs and in regard to developing
a general procedure for construction of any dictionary. To solve
these problems, the system has been reoriented to a general meth-
od applicable to a wide variety of data.

The next section will discuss and show the usefulness of the
General Inquirer for existing survey research procedures in pro-
cessing and analyzing natural language information. This will
involve the types of data that can be handled, a discussion of the
comparative cost of manual and non-manual techniques for data
processing, and benefits for analysis. The following section will
discuss possible uses of the General Inquirer in extending analysis
in survey research. The final section describes the general process
for building any type of dictionary and the problems involved. in
using a dictionary-based system for coding natural languoage text.

’

" 'E. Scheuch, then at Harvard and now at the Universily of Cologne, has studied
the possibilities of usmg the system for help in summarizing, storing, and re-
trieving questions asked in surveys for data archwc purposes {Scheuch and Stone
1964).
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CURRENT USES IN SURVEY RESEARCH )

The types of information which are not precoded, in which the
respondent must answer a question in his own Janguage, are le-
gion. The purposes for asking a question as well as the ways in-
formation may be summarized are no less various or complicated.
A respondent may be asked to list all jobs he has held, companies
for which he has worked, schools he has attended, or different
cities in which he has lived. He may be asked questions requiring
more complicated responses, such as how he feels about having
leisure time, what it means to him, what he has been concerned
about recently, how he reacted to the Cuban crisis, what is good
or bad about his marriage, or the duties of his job. Both types of
questions are commonly asked in surveys, and responses to each
type may be summarized in several ways, all potentially useful.
We shall consider only two examples, one involving a simple
“information”’-secking question and another involving a “thema-
tic’’ question. '

Information Responses

As our first example, let us take the responses to the question,
“What kind of work do you do?” The coding scheme for this type
of data is usually composed of three units of information: kind of
occupation (farmers, managers, officials, proprietors, clerical
workers, etc.), kind of employing organization, and perceived
status of the occupation. The occupations may be divided into
twelve to eighteen different categories and the perceived status
of the occupation into decile rankings, either ninety-nine or ten
discrete units, depending on the complexity of analysis and sam-
ple size. Assume that a list of about one thousand titles has been
extracted from a much larger source, distributed to the coders,
and explained to them. Armed with the list, the coders then re-
ceive bundles of questionnaires. Each one must find the appro-
priate page on which the'information about occupation is written,
read the title, search for this title in the summary list, find the
occupational title’s appropriate numeric equivalent, transcribe
this number sequence to the questionnaire, and close the question-
naire. The process is repeated over and over. Generally, this type
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of coding task is extremely tedious. Boredom tends to create a
high frequency of random error and unproductive use of time. The
specific ways in which errors occur are in associating the wrong
number sequence with the occupational title, incorrectly tran-
scribing the number sequence, and making keypunch errors due to
illegibility of the transcribed number:.

Analysts who must resolve the problem of processing list in-
formation, such as occupational titles, usually resolve it in one of
two ways: If the information is not considered crucial for the
study, it is simply ignored and becomes part of the stockpile of
unprocessed items of information remaining in questionnaires. If,
however, the information is a direct and important part of the
analysis, it is coded. Codes used are general and broad, easy to
code, but sometimes of limited use for detailed analysis. The
issues of time, money, and staff dictate that complicated coding
procedures not be used, resulting in a great deal of lost informa-
tion, much of which could be useful.

Examples of list information other than occupational t1tles are
ethnic backgrounds, religious affiliations, cities, nations, colleges
or universities, fraternal or professional organizations, business
corporations, titles of books, magazines, and newspapers, etc. The
lists are usually quite long, but the responses are usually quite
short. The types of coding schemes or categories used to summa-
rize the data are, optimally, large enough to be cumbersome both
in construction and use, but, relatively speaking, not nearly so
unmanageable as non-list types of information. They are usually
summarized along two to six dimensions.

How can a computer coding system such as the General In-
quirer help code this type of data? Basically the job to be done is
to match a short set of words with an identical set and translate.
the matched set into a numeric equivalent. Rather than have
people do this tedious search-and-find task, the machine can
search, compare, and categorize symbols with great speed. Fur-
ther, the list of titles which can be compared is much larger than
those which can be efficiently used by manual coders. A list of
particular titles stored in the computer for comparison against a
sample can be 6,000 or more titles long, and the computer is in-
different to the number of dimensions used to categorize the data.
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Indeed, several completely different or opposing theoretically
based coding schemes can be used at the same time, with no loss
of speed or information.

We do not contend that the entire job can be handled by auto-
mated procedures, nor even that it should be done this way. We
estimate that between 85 and 90 per cent of the coding jobs per-
taining to list information do not require an interpretation on the
part of the coder. A great deal of list data is quite unambiguous.

The General Inquirer has two properties extremely useful for
coding list information: (1) All information not matched or found
within the computer dictionary of titles is separately stored and
summarized and automatically becomes one type of output (in-
cluding all ancillary information, such as respondent identification
number) for the analyst to review, (2) The types of categories used
by the computer are absolutely arbitrary, being completely at the
analyst’s discretion. This latter attribute allows one to automa-
tically pre-edit. For example, there may be many general job titles
or specific industries in which job titles are known to be difficult
to classify unambiguously. There may be many conditional uses
of the same job title, and the criteria for deciding how the job
should be summarized cannot be handled easily by the computer.
Those titles that might cause problems in automated summarizing
can have a separate code of their own, one which does not code
them, but automatically feeds them back to the analyst or coder
for manual inspection and-evaluation. The list information known
to need human evaluation for correct classification is automa-
- tically sorted out, in its original form, and is arranged for further
manual processing. Thus new information is automatically sum-
marized for further evaluation, and ambiguous information is
also summarized for manual coding procedures. Another useful
aspect of this system is that the dictionary can quite readily be
updated or changed. If a new or unexpected job title occurs
frequently, it can be placed within the dictionary and the person
who next uses the list will not have to worry about it.

As with any computer operation, the initial costs are large. Thus
it would not be economical to build a dictionary of occupations
or, indeed, any dictionary of list information for a small one-time
sample. But the costs of keypunching and computer coding the
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information once the dictionary is established would probably be
substantiaily less than the costs of manual coding. Furthermore,
such a dictionary would be of considerable value to other survey
houses, who could either borrow, rent, or purchase it. It should
be stressed that the initial costs are not exorbitant. Dictionary
construction of occupational or organizational titles would make
sense for large samples, for smailer continuing studies, or for in-
formation routinely sought in a wide variety of studies.

Thematic Responses «

However, list information is only one type of open-ended in-
formation. Open-ended questions are also asked of respondents
when the analyst does not know what types of responses he will
get, when he does not know exactly how he will want to summa-
rize the responses, or when the types of summaries he wants are
not amenable to precoding. Part of our initial interest in com-
puter techniques was to see if complicated forms of language
analysis could be machine coded. To do this we selected a study
and question designed to offer as many open-ended responses as
possible and which contained other information directly relevant
to such a comparative analysis of measurement techniques. Fur-
ther, the responses to the open-ended questions had already been
manually coded. We had to simulate the task of manual coding
within the framework of a previously determined set of codes.

The respondents form part of the basis for a study of behavior
related to mental health, now in progress at NORC under the
direction of Norman Bradburn. The question we selected from
this study asked about the concerns or worries people had had in
the last two weeks: “Everybody these days has some things he
worries about—some big and some small. What about the big
things? What would you say has worried you or been on your
mind most in the past few weeks?”

Three coding schemes were used to summarize the written
mformatmn '

1. The substantive area about which the respondent expressed concern,
a. marital problems,
b. financial concerns or unemployment,
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. health or medical worries,
. national or international tensions,
. problems with children, and
. work or job problems (not unemployment),
2. The referent of the worry (whom the respondent was concerned
about), and
3. The total number of different worries the respondent had,

""0 [= W o]

We chose to simulate three of the substantive areas of concern
(b, c, and d), as they differ considerably in size and complexity
of coding task. The verbatim responses from the questionnaires
were punched onto data processing cards.

The dictionary we constructed to test these data and codes is
far from perfect. Our first intention was to build a slightly modi-
fied version of the Harvard IIl General Inquirer dictionary. After

" this plan failed (it had no idioms and was too “high class™), we
decided to build an idiomatic language dictionary encompassing a
wide range of dimensions (based again on the General Inquirer),
hoping it would be of general use in the field of survey research.
Isolating and defining idioms and homographs was done by using
a wide variety of idiom and slang dictionaries, H. L. Mencken’s
American Language, and some of the warehouse of raw text
gathered from responses to any number of open-ended questions.
After several months of extremely frustrating work we realized
that no single general dictionary would ever be very useful, and
that our time would be best spent in constructing specialized
dictionaries designed to be of quick and meaningful use for a par-
ticular study problem, such as race relations, or a particular
geographic area, such as Appalachia.

The dictionary, as used here, is much less “well educated” or
formal than others, is highly oriented toward idiomatic expres-
sions and contexts for differentiating homographs, has not been
edited or checked for errors, and is based on a priori, non-
empirical word inclusions and exclusions.

We first compared the machine and manual codes to see if the
machine coding procedure could equal or surpass the accuracy of
manual coding. Remembering that the dictionary we used was
quite primitive, we were encouraged to find that generally the
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machine and manual coding methods gave about the same over-
all results. Each method had some advantages and some disad-
vantages which are worth discussing.

Variability of specific topic and vagueness of speech used to
describe a subject of -concern are major problems in using a
computer to code natural language data. It is in these areas that
the machine does less well than thé manual coder. The manual
coder is more sensitive to abuses and nuances of speech. Our lack
of knowledge of the diversity of idiomatic-expressions and homo-
graphs was the most critical area for the success or failure of
computer coding.

On the other hand, a topic that has relatively specific or finite
word lists associated with it can be better handled by computer.
The most succinct example of this is the theme of employment
or money. A single word can easily be overlooked by a coder
scanning a page of words. This is not true of the computer. It
systematically processes all the text and it never gets bored or
tired while doing so. Further, random error is found only in
manual coding, not in computer coding. Each and every misclassi-
fication can be and is accounted for when using computer meth-
ods. This is hardly the case for any manual coding method.

A detailed examination of the three themes will clarify these
generalizations. The results are given in Table 9.1. Overall, it can
be seen that both the computer and the manual coders were right
92 per cent of the time, but the computer overestimated the num-
ber of worries while manual coders underestimated worries. The
text of the respondents (who were differentially coded) was read
and judged to determine which scheme was correct.

When the computer missed a worry it was primarily because the
computer did not recognize the idiom used. Thus in the search for
worries about financial concerns, the computer missed items such
as “enough to live on,” “paid off,” and “‘out of the hole.”” On the
theme of national or international tensions, the computer missed
responses such as “that Alabama thing,” “I’m sorry for the people
in Dallas,” “Communism frightens me,” or *“our gold standard
is shaky.” These expressions were not in the dictionary. Manual
coders were not so noticably systematic in their errors. They were
likely to miss an expression of worry if it was stated as a single
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word or if the response could be interpreted in more than one way.
Thus such words as “money,” ““debts,” “bills” were occasionally
missed in coding financial concerns, and a mother complaining of
her problems with a sick but attention-seeking child could be
coded as either a “medical” or a “children” problem. However,
there was usually no such reason for inaccurate manual coding.
Both the computer and manual coders did about equally well
in coding the absence of worries. Only on the item dealing with
national and international tensions did the computer misclassify

more respondents than did the manual coders, and this was pri--

marily due to the inclusion of worries about local and city affairs.
This is not a major problem, since with rare worries such as those
connected with national and international tensions it is better to
make the classification broad, then to cut back later. This presents
no problem to the computer or to the analyst, although it would
mean complete recoding if done manually. :

Consider, now, the comparative costs of manual and machine

Table 9.1 Correct and Incorrect Classification of Three Types of
Worries by Computer and Manual Coding (NORC Happiness Study)

Both Computer Manual
Topic Computer Correct— Correct— Total
P and Manual Manual Computer
Correct Incorrect Incorrect
Employment, money,
Jjob problem worries:
%es 81% (203) 12% (30) 7% (18) 100% @s1)
o 88 6 6 100
255) a7 (17) (289)
Total 85 (is%) 9 W 6 as) 100 (5450
Health, medical
concerns: ’ . .
Yes 80 (229) 16 7 4 (10) 100 (286)
No -T2 5 23 100
(183) (12) (59) (254)
Total 76 @12 11 (59) 13 {69y 100 (540)
National, international
tensions: .
. - 2 25 13 100
No O O R
Total 93 (496) 3 (4) 6 100

(30) (540)

Total, three . !
questions  84% | yc0 aaor Mz 19%( 620
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coding. For the very specific types of questions, such as those
that deal with worry, some setup time will be required for each
new question and study. It is the professional time involved in
setting up (or modifying) the computer dictionary that will almost
always make this a more expensive procedure. If setup costs were
omitted, then the computer would probably be no more expen-
sive, and perhaps a little cheaper, than manual coding. Computer
coding requires substantial keypunching and machine processing,
but these costs are less than typical coding costs if one includes
the hiring, training, and superwsmn of coders plus the ‘overhead
expenses of space, organizational size, etc.

The important difference is the time that the survey analyst and
his assistants spend in dictionary construction. Determining which
codes or sets of codes might be most appropriate for analysis
never has and never will be a predictable task. Sometimes precon-
ceived notions about responses are analytically correct, sometimes
- they are not; new ways of thinking about analysis often are gen-
erated from the raw data itself, and these ideas must be molded
and honed and clarified for use in analysis and coding. However,
once the categories for coding have been defined, any reasonably
intelligent clerk can place the appropriate words and phrases
within the categories. Anyone who can code open-ended informa-
tion can place words and phrases into a scheme of prearranged
categories, especially if all the words and phrases are alphabetlzed
and appear within the context of a sentence.

Transcribing the verbatim responses is easily done by keypunch
operators; both operators and machines punch written and nu-
meric information. The cost of transcribing verbatim information
is the proportion of extra keypunching that operators must do to
transcribe all the information contained in the questionnaire,
Thus, if it takes an operator three-quarters of an hour to do all
but the written information and two minutes to do the written
information, the additional cost of keypunching is 4 per cent.

In conclusion, we have shown that computer methods can be as
efficient as manual methods in the coding of free response infor-
mation; that the computer method can be very expensive if put
only to limited use, but less expengive than manual methods if
used repeatedly; and that there are several advantages in the com- -
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puter method not available by manual coding methods. For ex-
ample, the computer method offers far greater flexibility in the
use of codes for open-ended responses and allows access to the
data at all times. By increased flexibility we mean that the analyst
can use any variety of codes, either detailed or refined aspects of
some large theme or completely different ways of coding the same
data. For example, he can differentiate respondents who worry
about financial concerns and those who worry about unemploy-
ment; he can separate those who are concerned about getting
more money from those who are concerned about not having
enough to make ends meet; he can separate those who have seri-
ous medical problems from those who have only routine medical
worries, etc. This flexibility offers the analyst the opportunity to
determine empirically the coding scheme that will maximize his
understanding of the responses and his analysis of the data. Fur-
thermore, the analyst can have—if he chooses—first-hand contact
with the data whenever he desires; previous technology tended to
inhibit the analyst’s contact with and understanding of the in-
formation. This method eliminates the technical middlemen who
stand between the analyst and his data. The analyst can now pro-
ceed sequentially, using earlier codes and results to suggest still
more useful codes, to arrive, finally, at a more complete under-
standing of the data, with confidence in the validity of these codes.

Latent Response ;

As was mentioned earlier, another purpose of our inquiry was
to see if computer content analysis could be used to tap latent
dimensions in respondent answers to open-énded questions. In
this section we report our attempts to measure latent social
psychological dimensions using open-ended responses. The data
are far from optimal for such a test—all responses were recorded
by interviewers. We do not know the interviewer’s effect on the
kinds of words used by respondents or the choices of topics which
they mention in response to the question. It is not surprising, how-
ever, that we were unsuccessful in tapping latent dimensions other
than those of the crudest type, as it seems reasonable that the area
of content in which we are interested-—the style of words used to
describe a worry—would be the one most likely to be altered by
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an interviewer. Yet the results indicate that further work ‘in
analyzing verbatim responses might well be worth the effort
{Cronbach, 1960; Dohrenwend, 1965; Payne, 1965).

Social psychologists have been concerned with measuring (de-
veloping scales for) personal orientations such as optimism vs.
pessimism, fatalistic vs. manipulative views of the universe or
environment, open- vs. closed-mindedness, authoritarian vs. non-
authoritarian personalities, anxious vs. non-anxious orientations,
high vs. low affectivity levels, etc. All such measures have been
based on sets of responses to a variety of checklist questions ask-
ing respondents for their perceptions of potential or real feelings
and behavior. Clinicians have used projective techniques for de-
scribing similar orientations in individual personalities. They tend
to treat the responses as real behavior; the person is doing some-
thing in the act of responding. We intend to apply these clinical -
techniques (needless to say in a very limited way) to open-ended
responses. We hope to open a new avenue for the social psycho-
logist using survey methods to tap basic or latent personality
dimensions or orientations.

We will compare responses to open-ended questions with re-
sponses to related checklist items. We may ask, for example, if
people who state they worry “‘a lot” (opposed to those who siate
they never worry) actually talk more about their worries in an
open-ended context.

The question used to measure verbal responses, as transcribed
by interviewers, is, “What have you been concerned about re-
cently?”” The concept used to summarize the natural language
information was derived, by and large, from the Harvard III
General Inquirer dictionary. The kinds of tags or concepts used,
ninety-three in all, cover several sets of general themes. The names
of the concepts used to classify words and phrases are shown
on the following page. ,

One example of latent themes we measured was orientation to-
ward financial problems. Some people worry about expenses: pay-
ing their bills, finding money to make ends meet, or in general
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adapting themselves to an inflexible economic situation. Other
people are more active in changing their economic circumstances.
They may try to earn more money to gain economic security. We
tried to measure these orientations by arranging words and

National Opinion Research Center Idiomatic Dictionary

- Persons Emotions+ Institutional Contexts (cont.)
Self Arousal Technical
Selves Urge Job roles
Others Affection Family roles*
Pleasure Domestic concerns*
Male roles Distress Legal
Female roles Anger Medical
Neuter roles Regnancy, import* Military
Polity
Groups Thought Recreation
Small groups Perception, sense Religion
Large groups Cognition ) +
Condition Status Connotations
Physical Objects Comparison* High
Body parts Sameness-Differentness*  Peer group
Physically normal states* Not Low
Tools Cause _ +
Natural objects Psychological Themes
Non-specific objects Action States Overstate
: ’ Communicate Understate
Physical Qualifiers Approach
Sensory Attempt Strong actor
Time Achieve Weak actor
Duration* Consume ‘
Frequency* . Attack Ego accepts
Space Control Ego rejects
Quantity Guide
Work Closeness*
Environments Stasis Distance*
Social place Decline*
Natural world Avoid Ascend themes
Follow Authority themes
Culture Expel
I[deal values Miscellaneous Concepis
Deviations Institutional Contexts Danger themes
Physical deviations* Academic Death themes
Normative actions Artistic
Message forms Community Edirorial Tags* )
Economic forms* * Economy Ambiguous words, phrases
Thought forms Security* Idiomatic, homographic
: Expense* expressions i

;!ndkcms tags added fo the Horvard Il General Inquirer dictionary.
Indicates latent themas this study tried to tap.
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phrases pertaining to financial concerns into two lists, which are
presented below:

Economic SECURITY

abl busines skill(ed)

deposit honest luxury proces
accomplish buy dollar honesty manag produc sold
account capabl earn hospitalizat ~ manufactur  product stor
adjust capital effectiv humane merchandis  profit suppli
appointment  career efficient import nest egg promot techniq
assignment cent employ incom occupat property tenant
auto charg employment  industrial offic purchas trad
automobil check estat industry ou {the) road  rais treasur
balanc coin exchang insur out (of) hol repair - unite
benefit commiss experienc invent partnership  reward wag
bid construct expert job pay off rich wealth
blue collar contact fall back fabor penni salary welfar
bought count on fortun leadership penny sal(e) white collar
break éven creat fund lend performanc  shop worker
build credit generou lent plan skil
built day off hir huxuri procedur -
Economic ExpeNsE

afford expens lock out poor

bargain expensiv loos everything pric

beg fal apart lost everything rate

bil fall(ing) apart on strike recession

bill fees out {of) job seasonal

borrow financ out (of) money shortag.

budget financial out (of) work spent

cash hand out overhead s

cheap hospitaliz ow tax

cost (of) living inflat overwork taxat

deal insuranc paid taxpayer

dealt Jaid off paid off unemploy

debt lay off pay unemployment

du let go pay up worn out

economic loan payment

Table 9.2 presents a comparison between people who explicitly
indicated they worried a lot, not very much, or never worried and
the tagged natural language responses to the question, ‘“What
would you say has worried you or been on your mind most. . .7
In terms of content, people who say they are “worried a lot™ are
only slightly more worried about everything in general than are
those people who say they are not worried. The four themes
generally mentioned—economic concerns, medical problems, do-
mestic or family concerns, and job demands—barely differentiate
between people who do and do not worry. The people who are
not worried explicitly also indicate in the open-ended response
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that they are a little less worried. (Tags for “not very worried”
are Not, Overstate, and Distress.) The differences in proportions
of speech given to any one theme between respondents who worry
a lot and not at all are quite small, but people who explicitly in-
dicate they are worried talk more on the average than people who
say they are not worried, when they describe what they are con-
cerned about, They do not use more sentences per person to de-
scribe their situation, but they do use more words per sentence,

Table 9.2 Intensity of Reported Worry and Selected Concepts
Mentioned by Respondents Answering the Free Response Question,
“"What Have You Been Concerned about Recently?” (Per Cent of
Speech Occuring in Each Category within Each Intensity Level)

Respondents Who Stated They Worried

Concepts Mentioned A Lot Not Very Never
° Much Worried
Roles, status, authority:

Selves . 9% 9% 9%

Male roles i7 t1 8

Female roles ) 12 10 6

Lower status 13 12 6

Family roles 24 20 11

Authority ' 11 8 4
Social, physical things:

Social places 13 11

Special references 19 17 L1

Quantity references 31 3 24

Message forms 14 11 7
Social areas, behavior:

Consuming behavior 22 19 10

Economic concerns 16 14 10

Work behavior 14 14 7

Domestic concerns 10 9 3

Medical concerns . 10 8 4
Psychological themes. : )

Distress 17 16 23

Overstate 31 34 ’ 40

Strong action 16 14 i0

Closeness, nearness 72 71 ‘ 64
Denial: :

Not 22 24 32
Words per sentence 9.0 8.3 7.0
Sentences per person 7.5 6.8 72
Words per person 68.0 57.0 51.0

N 192 334 13




171
The Use of Computers To Code Free Response Answers

resulting in an average of many more words per person to de-
scribe their concerns,

To summarize, except for the word counts, the concepts devel-
oped thus far did not distinguish well between people who worried
a lot and those who worried not very much. This is clearly not
the fault of the computer, but rather of the concepts. which were
not sufficiently well defined. While these results are disappointing,
they do indicate the direction of future research. The computer
will make it possible to test empirically concepts that are theoreti-
cally derived. Unfortunately, as in this case, many an attractive
conceptualization will probably fade in the bright glare of the
empirical results.

The same kinds of results are seen in Table 9.3, which compares
the results of computer tagging with- the results of three indexes

Table 9.3 Selected Computer Concepts for Question, “What Have
You Been Concerned about Recently?”’ and High and Low Positive
Feelings, Negative Feelings, and Affect Level (NORC Happiness
Study)

Positive Feelings® Negative Feelings’ Affect Level®
Concepts -
] High Low High Llow High Low
Family roles 23% 18% 24% 18% 25% 15%
Male roles 14 11 16 10 16 "9
Female roles 11 8 13 9 12 6
Peer group status 11 7 12 8 13 4
Message forms 12 12 15 8 16 9
Non-specified :
objects 27 29 26 34 25 35
Not 22 29 24 24 22 30
Positive emotional
states 18 16 8 18 18 15
Sentences per ’ .
person 7.4 6.5 7.2 6.5 7.4 6.0
Words per sentence 8.5 8.3 8.8 84 8.6 8.0
‘Words per person 62.3 535 63.5 55.0 64.2 476
N 271 141 152 131 137 50

“There were three categories for this index: high (N = 27)), medlvm {N = 128), and low (N = 141).

The same is true for the Negative Feelings index. The “medi " cotegory contains 157 dent:

“Five categories were used to bulld this index, “High affect” meons peopls who scored l\lgh on both positive and
negative feelings; “low offec” means people who scored low  on both. The remaining groups ore positive high-—
- negative fow (N = 55), positive low-—negotive high (N = 55) and both medium (N = 243). These groups fall between
high and low affect respondents.
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prepared by Bradburn and Caplovitz (1965, Chapter 2) for the
Happiness Study: the Positive Feelings Index, the Negative
Feelings Index, and the Affect Level Index. These indexes are
derived from a twelve-item checklist. People were asked, for ex-
ample, if they were often restless, bored, depressed, or very un-
happy, and these formed the basis for the negative feelings cluster.
Further analysis by Bradburn and Caplovitz indicated that some
respondents scored high on both negative and positive feelings.
The authors suggested that there is a dimension of sheer affect as
well as types of affect (positive and negative) essential for our
understanding of human emotions and well-being. We might in-
terpret affect level as a willingness of ability to be responsive,
regardless of the context. (This includes willingness to respond to
open-ended questions.) We reasoned that some of the concepts
used for summarizing the responses to, “What have you been con-
cerned about recently?”’ might be differentiated on the basis of
Bradburn and Caplovitz’s measures of positive and negative feel-
ings and affect level.

- Differences may occur in one of three ways: (1) People may be
concerned about different types of problems in their lives; (2) The
emotional impact of these problems may be more or less verbally
expressed; and (3) People may use more or fewer words to express
their concerns or worries.

Table 9.3 shows the results of these three ways of measuring the
responses to open-ended questions controlling for positive feel-
ings, negative feelings, and affect level. Few meaningful tag or
thematic differences are found between people categorized as high
and low on positive or negative feelings. This is not true for the
differences in themes among people who are high and low on
affectivity. It seems that respondents categorized as high on
affectivity are a great deal more *‘people’-oriented than those who
are low on this dimension. They are more often concerned about
other people, as indicated by the greater use of nouns having sex,
status, or family connotations. The subject of their concern is
people who have some role relationship to the respondent, rather
than some particular theme or worry. This is accentuated by the
relatively high proportion of people showing a low affect . level
who use words classified as unspecified referents or objects.
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(““Anything,” “nothing,” “item,” ‘“object,” “problem,” *situa-
tion” are words of this type.) They are less specific in their speech
than people of high affect.

To determine the validity of this tentative conclusion we sought
other measures which might give us some clue to kinds of contact
respondents might have with other people. Three questions were

-asked that directly measure frequency of reported contact with
other people—how many relatives they get together with, how
often they get together with friends, and how often they chat on
the phone each day. ;

It has been suggested earlier by Bradburn and Caplovitz (1965,
pp. 41-49) that only positive feelings are associated with sociabil-
ity. On the basis of the analysis of the open-ended responses, we
have suggested that affect level, or willingness to be responsive,
is of greater import than either the negative or positive aspect of
feelings—that it is most important to be able to feel at all.?

It also seemed possible that people who had higher positive
feelings might be more likely to use words denoting such a feeling
state, the opposite being true for people who had higher negative
feelings. The free responses were checked for words indicating
emotional states. Included under this general category were words
and phrases indicating arousal, urge, affection, and pleasure. The
proportions of speech that fell into these categories, controlling
for feelings and affect, are given in Table 9.3. There are no differ-
ences in the proportions of these types of words by positive or
negative feeling levels or by affect level. /

‘We also suspected some differences might occur in the volume
of speech used by people of differing affect and feeling levels.
This is confirmed in Table 9.3. People of high positive and nega-
tive feelings do indeed talk more than those with low positive and
negative feelings. In both cases of feelings, those classified as high
responded to the open-ended question by giving one more sen-
tence of information than those classified as low on feelings.
When the average number of sentences is six or seven this differ-
ence in response rate is considerable. Comparing respondents of

*Tabulations made to test which hypothesis was correct indicated that affect

level is considerably more associated with the above ‘“‘social” measures than
positive affect and that this holds true controlling for socioeconomic status.
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- high and low affect, the difference in average speech patterns is
- even more marked. The low affect group is lowest of all in the

average number of words per sentence and in the average number

of sentences they used to describe their concerns and problems.

Bradburn and Caplovitz (1965, pp. 21-24) have shown that
both sex and socioeconomic status are correlated with positive
and negative feelings as well as with affect level. It might then be
possible that the differences in Table 9.3 are due to sex and
socioeconomic level instead of affect level. Tables 9.4 and 9.5
show, however, that even when socioeconomic status and sex are
controlled, people of high affect still use more words. In fact,
socioeconomic status does not appear to be related at all to num-
ber of words used, and sex is less important than affect level,
although women do respond more freely than men.

Table 9.4 Length of Response to Question, “What Concerns Have
You Had?" by Socioeconomic Status and Affect Level

High Socioeconomic Status  Low Socioeconomic Status

Response Affect Level
Total High Low Total High Low

Sentences per person 7.1 7.2 5.5 7.1 7.2 6.2

Words per sentence 8.6 8.4 9.0 8.5 9.0 15

Words per person 61.0 61.0 50.0 61.0 65.0 47.0
N 261 79 17 279 58 33

Table 9.5 Length of Response to Question, “What Concerns Have

You Had?” by Sex and Affect Level < -
~ Male : Female

Response ) Affect Level

Total High Low Total = High Low

Sentences per person 6.5 7.1 - 5.6 715 7.6 6.7
Words per sentence 8.3 8.3 8.3 8.7 8.8 7.6
Words per person 54.0 59.0 46.0 66.0 67.0 51.0

N 250 49 2 290 88 18
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While the above findings are not conclusive, they certainly are
strongly consistent with the notion that Bradburn and Caplovitz’s
measures of feeling and affect levels are valid. However, it is still
difficult to say what they mean. If we assume that a person’s re-
sponse to an open-ended question is an actual unit of behavior
we find that the measure developed by Bradburn and Caplovitz
from information based on explicit self-perception of feelings
actually does discriminate about what people do—how they tend
to respond—even in such a minute circumstance as answering a
question. The problem of deciding whether activity level deter-
mines affect level or vice-versa, or whether both are determined
by a cognitive process, cannot be decided here.

The rather sparse results reported here can be used to justify
either a pessimistic or an optimistic view of the future use of com-
puters for developing latent concepts. On the pessimistic side,
almost none of the concepts used in this study differentiated very
much between people who worried a lot or not very much, or be-
tween people with positive and negative feeling states. On the
more optimistic side, there is the interesting finding that respon-
dents with high affect are more likely to be “people’-oriented
and to have specific worries, while those with low affect are more
general and use more negative words. The optimist can also hope
that the computer wili stimulate the analyst to search for and
develop concepts which provide a better fit for actual instead of
theoretical human behavior. In the long run, the building of con-
cepts must remain the major responsibility of the man who tells
the machine what to do, and not of the machine.

DICTIONARY CONSTRUCTION ~
This section describes a general procedure for dictionary con-

struction. It should be noted that the procedure recommended

here is only one way to accomplish dictionary construction. Sev-

eral other methods have been used. For example, Colby et al.

(1963) adapted Kluckhohn’s value categories system for analyzing
cultures; McPherson (1964) adapted several of Parsons’ categories;
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and Bales et al. (1962) adapted a multitude of theories or concepts
to this system. ‘All used ad hoc, impressionistic techniques for as-
signing words most current in the types of texts they planned on
analyzing. On the other hand, Ogilvie (1964, and personal com-
munications) followed a much different procedure in his analysis
-of Icarian imagery—he was trying to use the automated proce-
dures for simulation of results achieved by manual means. This
latter type of dictionary is constructed largely on the basis of
trial and error. Another approach was used by Holsti (1965), who
adapted Osgood’s three types of word meaning (derived from
factor analysis procedures) to this system.

To build any dictionary, a vocabulary consisting of a finite
number of words and phrases is needed. Depending on the pur-
poses for which the dictionary is to be used, all words or only
those which are of significant or cons1stent meaning can be

- defined.

The one major problem we have had to confront is that in de-
fining words and phrases on an arbitrary basis (usually done by
individual people), word meanings—particularly the secondary
meanings—are often a function of personal preference and con-
viction and are not empirically or systematically derived. Because
of this, we tried to find some way to reduce personal biases of

~ the persons who decide dominant meanings of words. We are not
saying or even implying that the concepts which form the classifi-
cation scheme should or must be empirically determined. There
must be some way the placing of words and phrases under a given
concept can be reasonably replicated.

There are two approaches one can use-to determine the vocabu-
lary and its definitions, whether the vocabulary is composed of
book titles, occupations, responses to open-ended questions, or
whatever. One can take all the titles of occupations from a book
on occupational titles or all the words in a concise natural lan-
guage dictionary, or one can sample texts from the data and build
an empirically based dictionary. The first method is extremely
thorough in its listings but is open to error in that the definitions
may be wrong. A pattern of words or individual words are not
necessarily defined by respondents the same way in which they are
formally defined. This applies to occupational titles almost as



177
The Use of Computers To Code Free Response Answers

much as 1t applies to ordinary’ verbal text. The latter method
may be in error because the list is incomplete, but the definitions-
of the words and phrases will be correct.

Preference is given to the latter of the above two approaches
because of the variability of word usage and meaning. Many
words shown to have several dominant meanings in formal dic-
tionaries are not in fact used informally in any but one way, and
vice versa. It is also true that our knowledge about idiomatic
expressions is very limited—both in accurately defining known
idioms and in isolating commonly used idiomatic phrases.® Fur-
thermore, trying to decide beforehand or to anticipate conditional
meanings and usage of words and phrases is an academic, endless,
expensive, and frustrating task, often resulting in elaborate
schemes which are never used because they never occur. Another
reason for preferring the empirical approach is that once the raw
data have been transferred to tape, sampling procedures of any
level of complexity may be used to copy selected sentences from
it for use in determining vocabulary and definitions. The machines
can handle all the routine clerical tasks quickly, accurately, and
inexpensively.

After some reflection we decided that at least three basic dimen-
sions must be considered to accurately define words and phrases.

1. The meaning of a word depends on the social context in which it is
used: In an academic background, words such as “problem,” “situation,”
and “solution” indicate modes of thought, but when used in a non-

_ institutional setting they are far more likely to refer to vague, undefined,
non-specific areas.

2. Word meaning and usage depend on the mode (written versus verbal,
formal versus informal) of presentation: Verbal communication is simply
not the same thing as written unless the speaker is highly educated, highly
formal in his speech, or a child of ten or less who has not learned to
separate his verbal and written speech habits. For example, ‘we have
found that some verbs are “‘underchosen’; rather than use the most

*We do not distinguish between idioms, colloquial speech, slang, homographs
etc. For our purposes, any word that must bc dcfmcd in context of other words is
an idiom. .
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appropriate verb, a familiar and “overchosen’ verb will be flanked by a
preposition or two, and a small number of verbs will thus be made to
suffice for a much larger variety of verbal ideas. For example:

stréightcn out = correct
keep up maintain
talk into convince

3. Words are redefined due to inclusion in compound words or groups.
There are for example several classes of compound word groups:
adjective-noun compounds (e.g., vacuum cleaner); auxiliary verbs (e.g.,
keep going); idioms (e.g., babysit); cliches (e.g., heart of gold).

Perhaps one way of seeing the difference between the individual
tagged words and the intended meaning of the combination is to juxta-
pose them.

get over = recover

These are tagged as Get and Spatial Referent but should be tagged as
Sign Strong, Medical, and Get. -

talk into = convince

. These are tagged as Communicate, Female Theme, and Spatial Re-
. ferent but should be tagged as Authority Theme and Communicate.

fix up = repair

These are tagged as Technological, Work, Ascend Theme, and Spatial
Referent, but should be tagged as Technological, Work.

One special group of compounds that should be mentioned involves
“to.” These compounds are much more commonly used in verbal com-
munication than their formai equlvalents These are four:

have to = must

going to = future tense

use(d) to = customary, past tense
suppose(d) to =

ought

4. Word usage and meaning vary by region. We have not yet had oc-
casion to confront this problem, but we have been warned by people in
different sections of the country and by students of American language,
especially Raven 1. McDavid, Jr. (1958), that regional variance of usage .
and meaning is substantial and significant.



179
The Use of Computers To Code Free Response Answers

The dictionary that formed the basis for our NORC dictionary
was entirely without idiomatic expressions. Our first ‘attempts to
build lists of idioms were based on phrases derived from two or
three published idiomatic dictionaries. These attempts were com-
pletely abortive. The phrases they contained were not used by our
respondents, and the meanings of the idioms we had were different
from those contained in the standard dictionaries. Further, while
there may be in theory several different meanings to a word, many
words, as used in response to a specific question, have only one
meaning. We also found that many words have a new meaning,
not listed in any dictionary and not belonging to an idiomatic
phrase.

We know of no better way to avoid the problem of not having
crucial words listed under a given concept or to avoid incorrectly
defining terms than the use of sampling texts and processing by a
computer system named 