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Preface 

In its twenty-five-year history, the National Opinion Research 
Center has conducted studies of the most critical issues facing the 
American public-war, civil rights, education, religion, and medi­
cal care. Parallel to these interests, if less newsworthy, has been a 
continuing concern with survey methodology. As gatherers of 
social information, we recognize that improvements in data gath­
ering procedures must accompany increases in our stores of social 
knowledge and in our theoretical understanding. 

Past NORC methodological studies include Interviewing in So­
cial Research, a study of interviewer effect by Herbert Hyman and 
the NORC staff published in 1954. In addition, the NORC inter­
viewing manual, Interviewing for NORC, has long been a standard 
training manual for interviewers everywhere, as well as dozens of 
articles in professional journals dealing with methodological 
issues. 

The present monograph follows in this methodological tradi­
tion. It describes NORC's recent efforts to understand the survey 
process better. The title does not completely describe the scope 
of its chapters. While the research deals with techniques for re­
ducing survey costs, it also describes methods of getting more 
information for the same budget, thus increasing the yield per 
dollar spent. Underlying the entire project is the belief that a 
detailed understanding of how surveys are conducted and costs 
generated must ultimately lead to better cost control and reduced 
costs. 

Three different research approaches are used in this monograph­
theory, cost analysis, and experimentation. In combination they 
produce impressive findings. Thus, in the chapter on probability 
sampling with quotas, a theoretical explanation of a quota sample 
design is first offered, then detailed evidence in support of the 
theory is derived from analysis of several NORC studies, and 
finally further confirmation is given based on experimental 
results. 
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Preface 

As the author's acknowledgments will indicate, this is a project 
in which many of us at NORC participated. Of course, it would 
not have been possible without the financial support of the Na­
tional Science Foundation under Research Grant 2-4402. By 
recognizing the need for a detailed study of survey methods, the 
National Science Foundation made it possible to build experi­
ments onto ongoing NORC studies and to uncover the valuable 
cost information hidden in basic interviewer documents. 

Several chapters of this monograph appeared in somewhat dif­
ferent versions in various professional journals. We acknowledge 
with thanks permission to reprint granted by the Journal of the 
American Statistical Association, the Journal of Marketing Re­
search, and the Public Opinion Quarterly. 

Special mention should also be made of the information and 
advice received from the Bureau of the Census and the Survey 
Research Center at the University of Michigan. Several of the 
experiments discussed are attempts to adapt for the more typical 
survey organization the procedures used on a far larger scale by 
the Census Bureau. 

Considering the millions spent annually on surveys for com­
mercial reasons, the amount of methodological information pub­
lished is sparse. This may indicate a lack of research activity, but 
it is far more likely that much research on methods is never pub­
lished for fear of revealing trade secrets or because the authors 
are unduly modest about the value of their methods. Hopefully, 
one of the serendipitous effects of this monograph will be to stim­
ulate new methodological research and the publishing of results. 

PETER H. ROSSI 
Director 
National Opinion Research Center 
March, 1967 
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Introduction 

The cost of conducting sample surveys has risen sharply in re­
cent years, even though the number of surveys has increased even 
more rapidly. The National Science Foundation, recognizing the 
increased use of sample surveys, but also recognizing the increas­
ing concern with rising costs, recently awarded the National Opin­
ion Research Center a grant to study techniques for reducing the 
costs of survey research without materially affecting quality. 

The results of the research on reducing survey costs are pre­
sented in this monograph. No single grand scheme for reducing 
costs is presented. Rather, each area of survey research methodo­
logy is examined separately. The reader will note that the research 
falls into five areas, dealing with sampling procedures, field tech­
niques, interviewers, processing, and scheduling. 

Some chapters deal with procedures for reducing costs. Others 
discuss methods for obtaining more information for the same 
money-another way of reducing the cost-value ratio. In addition 
to the methodological experiments, the book presents detailed 
cost analyses of many NORC studies. 

It is always useful to specify the intended audience for a book. 
This work is directed to professional researchers who are familiar 
with basic survey techniques. It is not intended as a text in survey 
research methodology, and for this reason the balance of the sec­
tions by no means reflects the importance of the various parts of 
survey methodology. The sequence of the presentation is intended 
to reflect the chronological development of a survey, from its 
inception and the selection of procedures, through its implementa­
tion and to its completion and analysis. 

Thus, Chapters 2 and 3 deal with sampling procedures. Chapter 
2 shows that quota sampling-once the standard method of sam-
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piing but later discarded for strict area probability sampling-can 
be justified on theoretical and empirical grounds in certain situ­
ations. On the basis of detailed cost analyses, interviewing costs 
of a ,tightly controlled quota sample are shown to be only slightly 
Jess than the costs of a probability sample with call-backs, but the 
speed with which such a sample can be fielded will often make 
quota sampling useful. Chapter 3 describes the usefulness of 
obtaining advance information about the characteristics of re­
spondents for use in future sampling. When a large population is 
being screened to obtain a sample of a relatively uncommon 
group, such as participants in an adult education program or vic­
tims of a crime, four-fifths of the sample may be ineligible. If a 
few key bits of information are obtained from these respondents, 
they may be interviewed on a later study. Thus, NORC's study 
of effects of parochial school education (Greeley and Rossi, 1966) 
utilized a sample of Catholics who had been located in the adult 
education survey. This chapter also discusses the problems due to 
families moving, and some techniques for locating such fainilies. 

Chapters 4 and 5 discuss field technique procedures, both in 
terms of increasing survey yield and of reducing interviewer travel 
costs. Chapter 4 describes a leave-and-pick-up procedure which, 
in combination with a personal interview, yields very high cooper­
ation rates at costs substantially less than personal interviewing. 
Since differences between personal interviews and self-administered 
questionnaires are a possible source of difficulty with this method, 
these differences are also discussed. Chapter 5 discusses several 
different uses of the telephone to reduce interviewing costs. Iii 
many cases this cost reduction may also be connected with an in­
crease in the quality of interviewing. There is a description of four 
successful NORC methodological experiments. In the first pair, 
the telephone was used to make appointments and to reduce 
wasted travel time. In the other two, interviews were conducted by 
phone with hard-to-reach respondents. In all experiments, there 
were substantial cost savings. 

Chapters 6, 7, and 8-the longest section of the monograph­
deal with the most important workers on a survey-the survey 
interviewers. In the past, short-lived efforts have been made to 
improve the efficiency of interviewers. The results of this section 
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suggest that the prime methods for reducing interviewing costs are 
the better selection of interviewers and the establishment of cost 
standards rather than efforts to manipulate the work schedules. 

Chapter 6, which contains a detailed cost and time analysis of 
interviewing based on a dozen different surveys, shows that only 
about one-third of an interviewer's time is spent on her main 
task-interviewing. In this chapter, unlike most of the others, re­
sults are available from other survey organizations and are com­
pared to the NORC results. Since interviewers are paid in a unique 
way, comparisons are made between interviewers and social 
workers, salesmen, and public health nurses. Although salesmen 
generally work on commission and social workers on an annual 
salary, the surprising results presented in this chapter show that 
the time allocation of these three groups is remarkably similar. 
Only public health nurses spend substantially more of their time 
in their chief function, leading one to suspect that job tensions 
may be responsible for the remaining time being spent in non­
tension producing functions such as travel and clerical activities. 
If this is so, then fiddling with the hours an interviewer works 
would be unlikely to increase the amount of time she spends 
interviewing. 

Chapter 7 deals with a new procedure for paying interviewers, 
based on the establishment of standards for the various parts of 
the interviewing function. The effort here is not to reduce costs 
of all interviewers, but to identify those interviewers who are 
least efficient and some who may be cheating. The standards dis­
cussed are based on NORC cost analyses and are similar to stan­
dards developed by the Bureau of the Census for the Current 
Population Survey. A successful methodological experiment in 
which interviewers were paid by formula is also described. 

Chapter 8 also utilizes the results of Chapter 7. Interviewers 
are characterized as being above or below standard costs for 
eleven NORC studies. They are also rated by the quality of their 
interviewing as determined by the number of errors discovered in 
a sample of their completed interviews. The rating method used is 
described in detail. Then cost and quality behavior are cross­
classified with other characteristics of the interviewer obtained 
from an interviewer questionnaire. Finally, length of employment 
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is cross-classified with the characteristics from the questionnaire. 
High education and intelligence, high need achievement, and en­
joyment of outdoor activities characterize high quality, low cost 
interviewers. Enthusiasm for interviewing, on the other hand, 
appears to be related to high cost and low quality. Career orien­
tation variables are relate.d both to high quality and high cost. 
Family responsibility is related to low cost interviewers, but 
negatively related to longevity. None of the characteristics; how­
ever, are very useful for predicting longevity. 

The next two chapters turn from interviewing to processing of 
results. Chapter 9 describes the use of computers in coding free 
response answers. The process uses a computer coding system 
called the General Inquirer, which has been used before in social 
research but never in this way. Based on the evidence of a single 
study, it is possible to develop a method that is as accurate as 
human coding and which, if used enough to offset the high set-up 
costs, is cheaper than manual methods. The major advantage of 
the technique, however, is the increased flexibility given the study 
director to analyze his results. Since the total response is key­
punched and put on a computer tape reel, coding categories can 
be revised at any time, as new ideas occur or new results become 
available. 

Chapter 10 presents the results of a methodological experiment 
on the use of optical scanners. A low cost IBM scanner primarily 
used for grading of examinations was found to be adaptable to 
survey research questionnaires. The speed and error rates of this 
procedure compare favorably to traditional keypunching meth­
ods. Optical scanners will probably be even more useful in survey 
research as the hardware improves and becomes more flexible. 

Clearly the most important part of a survey is the analysis of 
results. This part of a survey is also the most difficult to analyze 
from a cost reduction viewpoint. The widely different personalities 
and work habits of study directors make generalizations in this 
area treacherous, and none are made here. lnstead, the final 
chapter deals with the flow of a study. Observations made at 
NORC and other survey organizations suggest that one of the 
most expensive parts of any study are the times when the study 
director of that study is doing nothing because of unrealistic 
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scheduling. While sometimes these delays are unavoidable, they 
are frequently due to impossible expectations about how quickly 
a study can be fielded and processed. 

The reader now has a brief outline of the book. Hopefully, the 
monograph will inspire other survey organizations to attempt ex­
periments similar to those described here or will stimulate new 
ideas. Since NORC is only a single survey organization and may 
differ in many unknown ways from other survey organizations, 
some of the successes reported here may not be reproducible. 
Nevertheless, we believe that continuing methodological research 
is vital, and we invite our readers to join with us in the search for 
and the publishing of better and cheaper ways of doing survey 
research. 
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INTRODUCTION 

Two decades ago, when the advocates of. probability sampling 
met and defeated the defenders of quota sampling, the doctrine 
became established that there was an unbridgeable gulf between 
the two methods. While it was conceded that quota samples were 
cheaper, most sampling statisticians had no doubts that quota 
samples were far less accurate than probability samples and that, 
even worse, there was no way to measure the accuracy of a quota 
sample. 1 

1 An illustration of the typical view held by sampling statisticians is given in 
Hansen, Hurwitz, and Madow (1953, Volume I, p. 71): "The so-called 'quota 
controlled' sampling method, which has been widely used, is essentially a sample 
of convenience but with certain controls imposed that are intended to avoid some 
of the more serious biases involved in taking those most conveniently available . 
. . . The restrictions imposed on the convenience of the interviewer by this 
method may possibly considerably reduce the biases. However, they may aJso be 
completely ineffective. What is worse, there is no way to determine the biases 
except by a sample properly drawn and executed.'.' 

In William Cochran (1953, p. 105), a similar, but slightly more favorable view 
is taken of quota sampling: "Another method that is used in this situation [strati­
fied sampling where the strata cannot be identified in advance] is to decide in 
advance then. that are wanted" from each stratum and to instruct the enumerator 
to continue sampling until the necessary 'quota' has been obtained in each 
stratum. If the enumerator initially chooses units at random, rejecting those that 
are not needed, this method is equivalent to stratified random sampling. . . . As 
this method is used in practice by a number of agencies, the enumerator does not 
select units at random. Instead, he takes advantage of any information which 

6 
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This remains the general view today, although Stephan and 
McCarthy (1958, pp. 211-34) have given a justification of the 
measurement of sampling variability for quota samples. Mean­
while, there has been a major change in quota sampling methods, 
particularly since the failure of the polls in 1948 (Perry, 1960). 
The major change has been the establishment of tight geographi­
cal controls that the interviewer must follow. That is, in her 
search to fill her quotas, the interviewer follows a specified travel 
pattern, visiting predesignated households. While this quota 
procedure is now widely used and has produced meaningful data, 
no one has yet had the audacity to justify it on theoretical grounds. 

It is the heretical intent of this chapter to attempt a rationaliza­
tion of this procedure, which indicates that it is very close to 
traditional probability sampling. To differentiate it from older 
quota sampling methods that do not specify a travel pattern, the 
procedure will be referred to as "probability sampling with 
quotas." This procedure is not unbiased, but typically the bias is 
small. On the other hand, a careful cost analysis indicates that 
differences in direct interviewer costs between probability sam­
pling with call-backs and probability sampling with quotas is also 
small. The major advantage of this new procedure may well be the 

enables the quota to be filled quickly (such as that rich people seldom live in 
slums). The object is to gain the benefits of stratification without tile high field 
costs that mignt be incurred in an attempt to select uriits at random. Varying 
amounts of latitude are permitted to the enumerators. . .. Sampling theory 
cannot be applied. to quota methods which contain no element of probability 
sampling. Information about the precision of such methods is obtained only when 
a comparison is possible with a census or witn another sample for which confi-
dence limits can be ·computed." · 

According to W. Edwards Deming (1960, p. 31): "There is another kind of 
judgment sample called a quot;t sample. The instructions in a quota sample ask 
the interviewers to talk to a specified number of people of each sex and age, 
perhaps by section of the city, perhaps by economic level. The report of the 
results usually boasts of good agreement between the sample and the census in 
respect to the classes specified, but what does this mean? It means that the inter­
viewers reported what they were supposed to report concerning these classes; it 
proves little or nothing with respect to the accuracy of the data that constitute 
the purpose of the study .... There is no way to compare the cost of a probabil­
ity sample with the cost of a judgment sample, because the two types of sample 
are used for different purposes. Cost has no meaning without a measure of quality, 
and there is no way to appraise objectively the quality of a judgment sample as 
there is with a probability sample." 
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speed with which interviewing can be. completed. Thus, when 
speed is critical to obtain immediate public reaction to a crisis 
such as the Kennedy assassination, probability sampling with 
quotas can be most useful. The National Opinion Research Center 
completed the field work on a national study of public reactions 
to the President's assassination in about ten days, using a proba­
bility sample with quotas. Quota studies with less urgency are 
finished in two or three weeks. On the other hand, regular proba­
bility samples usually take six weeks or longer. 

The next section of this chapter describes the theoretical foun­
dation of the argument. The following two sections present 
empirical data from various NORC studies that confirm the 
theory. The fifth section discusses procedures for computing 
sampling errors, and the sixth section discusses the costs of 
sampling with call-backs and quotas. The final section. compares 
the results of three almost identical studies, two of which were 
done with call-backs and one with quotas. 

ASSUMPTIONS UNDERLYING PROBABILITY SAMPLING 
WITH QUOTAS 

In probability sampling with call-backs, the interviewer is 
given a specific household or individual to be interviewed. If the 
individual is not available on the first call, repeated call-backs are 
made until the interview is obtained or the respondent refuses to 
grant an interview. 

In probability sampling with quotas, the basic assumption 
made is that it is possible to divide the respondents into strata in 
which the probability of being available for interviewing is known 
and is the same for all individuals within the stratum, although 
varying between strata. Any respondent's probability of being 
interviewed is the product of his initial selection probability times 
his probability of being available for interviewing. While these 
probabilities will not be identical for all respondents, they are 
known, and the sample is therefore a probability sample. There is 
an implicit assumption that an interviewer in a sample segment 
follows the same time pattern over repeated surveys and that the 
respondent has a pattern of availability depending on certain 
characteristics. 
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The quotas then used must clearly be associated with the prob­
ability of being available for interviewing. Essentially, the quotas 
should be based on the reciprocals of the probabilities of availa­
bility. If the probability of the individuals in Stratum A being 
available is twice as large as the probability of individuals in 
Stratum B, then the sampling rate for Stratum A should be one­
half that for Stratum B. 

In the usual situation, quotas are set for a given stratum based 
on the sampling rate and universe estimates of the size of the 
stratum. These quotas are normally determined for the smallest 
geographic area for which information is available. Thus, in 
metropolitan areas, census tract information is used, while in non­
tracted areas the quotas are based on the characteristics of the 
locality or of the rural portion of the county. This method intro­
duces the possibility of error because of inadequate universe 
estimates, but generally it is almost like the method that uses 
sampling rates directly. 

This procedure is wasteful from a sampling viewpoint, since 
households.with no one at home are skipped as well as households 
where the. respondent is not available for interviewing at the time 
the interviewer calls, or households with respondents who do. not 
fit the quota. The field cost savings, however, considerably exceed 
the increase in internal sampling costs. 

Probability sampling with quotas has been used primarily for 
sampling of individual respondents. Where household behavior or 
opinions are wanted it would be possible to use the same proce­
dure, but since size of household is highly correlated with availa­
bility it would be necessary to make it a major quota control. 
Since any knowledgeable adult is acceptable as the respondent in 
a household survey, probability sampling with call-backs of 
households is less costly than sampling of designated respondents 
in households, Generally, cost and time savings of probability 
samples with quotas of households will not be great enough to 
make this method very useful considering the possible biases. 

The rationalization of probability sampling with quotas de­
pends on a major assumption, while . probability sampling with 
call-backs does not require this assumption. Fortunately, there is 
strong evidence to be presented in the next section that this as~ 
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sumption is almost true for the kinds of surveys generally con­
ducted in the United States. To the extent that the assumption is 
not true, small biases are introduced, but the method still remains 
a probability sample. 

Even in the usual probability sample with call-backs, biases 
exist due to non-cooperators. These same biases exist in proba­
bility sampling with quotas. We have not observed any major 
difference in the overall cooperation rates achieved by interview­
ers on probability samples with call-backs as compared to proba­
bility samples with quotas. These cooperation rates depend on 
both respondents and interviewers. Since respondents cannot be 
aware of the type of sampling, any difference would have to be 
due to the fact that the interviewer did not try as hard to convert 
a refusal into a cooperator. At least with NORC interviewers who 
do both types of interviews, there is no evidence that this is 
occurring. 

lt may be useful for the reader to compare the rationale for 
samples described above with the Politz-Simmons weighting meth­
od sometimes used to adjust for not-at-home bias (Politz and 
Simmons, 1949). In this procedure no call-backs are made and no 
quotas are used. Typically, the respondent is asked whether or not 
he was home on the preceding five nights, and his answers to this 
question determine the weight that he receives. Thus a respondent 
who had been at home all nights would get a weight of 1, while 
a respondent who had not been home on any of the preceding five 
nights would get a weight of 6, since only one-sixth of respondents 
of this type would be found at home on a random night. 

The Politz-Simmons weighting has three disadvantages. First, 
the weighting depends on the respondent's memory of how he 
spent the last five nights, and, in general, respondents will tend to 
overstate their availability. Second, the use of weights increases 
the sampling variability substantially. Finally, the weighting 
method introduces the need for careful controls when the data 
are processed to insure that the weighting is done properly. It is 
my impression that not very many surveys currently use the 
Politz-Simmons weighting procedure because of these difficulties. 

If one were willing to accept the answer to the at-home question 
as being reliable and did not worry about the cost of weighting, 
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then it would be possible to develop a combined sampling method 
that used probability sampling with quotas to keep sampling 
variability low, and used the answer to the at-home question to 
eliminate remaining sample biases. 

RESPONDENT CHARACTERISTICS RELATED TO 
AVAILABILITY FOR INTERVIEWING 
How does one go about establishing strata within which indi­

viduals have the same probability of being available for inter­
viewing, and how are these strata tested for homogeneity? Since 
direct data are unavailable, one must use past experience on 
probability samples. Many earlier studies have shown that women 
are generally more readily available for interviewing than are 
men. Primarily, this is due to the fact that more men than women 
are employed. When one imposes the additional control of em­
ployment status, one sees a substantial difference between em­
ployed and unemployed women, but the difference between men 
and women shrinks. In addition, age of men is of some impor­
tance. Thus, NORC developed a four-stratum system for its 
probability sample with quotas, comprising men under thirty, 
men thirty and over, unemployed women, and employed women. 

Another major factor determining availability is the size of the 
community in which the respondent lives. The basic probability 
sample design, which is a multi-stage sample drawn with proba­
bilities proportionate to size of the block or enumeration district, 
controls for this. No claim is made that the four strata are opti­
mum. NORC plans additional research to find characteristics that 
may be more highly correlated with availability. One can certainly 
make the strata more homogeneous by splitting off additional 
strata from those that already exist, but this makes the search 
procedure more costly. Under some circumstances it becomes 
cheaper to make call-backs than to continue the search for a 
respondent with rare characteristics. 

Tables 2.1 through 2.4 present in summary form the relation­
ship between characteristics and availability for interviewing. 
While these results may also be valuable in planning new sample 
surveys, they are primarily presented to show that the NORC 
strata are reasonable, if not optimum. Table 2.1 presents the 



Table 2.1 Average Calls Required To Complete an Interview on Various Probability with Call-back Samples 

Sample 

NORC: 
All places 
10 largest 

SMA's• 
OtherSMA's 
Non-metro 

counties 
Survey Research 

Center: 
All places 
Large metro 
Other urban 
Rural 

Britain 
Elmira 
Madison 

All 
Respondents 

2.7 (906) 

3.2 (206) 
2.9 (357) 

2.3 (343) 

2.2(7 ,528) 
2.5(2,299) 
2.1(3,717) 
2.8(1,512) 
2.3(1,443) 
l.9(1,029) 
2.0 (743) 

"SMA is a Standard Metropolikln Areo. 

Males 

3·0 (387) 

3.2 
(96) 

33 (155) 

2.4 (136) 

2 ·3(3,658) 

2.4 (938) 
2.1 (452) 
2.2 (313) 

Under30 30+ Females Employed Unemployed 

3.2(76) 2·9(311) 2·5 (519) 3·0(212) 2·2(307) 

3.4(27) 
3.5(30) 

3.2 (69) 
3.2(125) 

J.3 (110) 
2·5 (202) 

3.9 (48) 
2.9 (91) 

2.8 (62) 
2.2(11 l) 

2.8(19) 2.4(117) 2·1 
(207) 2.6 (73) 1.9(134) 

2·1(4,0.H) 

2·0 (505) 
1.7 (577) 
LS (430) 

2.3 (55) 2.0(450) 
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average calls required to complete an interview by age, sex, and 
employment status for a typical NORC, probability with call-back 
sample, and several other samples for which data are available. 

The results obtained by NORC interviewers agree reasonably 
well with other published data on the number of calls required 
to complete an interview. Durbin and Stuart's data, when recom­
puted to put them into the format of Table 2.1, show the same 
relationship between availability of men, employed women, and 
unemployed women (1954, pp. 395-97). Mayer presents separate 
tables of availability by size of community and sex, and a cross­
classification of these variables with first calls (1964, pp. 19-33). 
His results are also in agreement with the NORC and British re­
sults. Two local studies in Madison and Elmira are also in general 
agreement with the other studies (Lowe and McCormick, 1955; 
Williams, 1950). 

For a better understanding of probability samples with quotas, 
however, it is also useful to consider the probability of com­
pleting an interview on the first call as well as the average number 
of calls required. There is a very substantial increase in the proba­
bility of finding a respondent after the first call. Thus, using 
average calls required over-estimates the probability of a respon­
dent being available on a probability sample with quotas. Table 
2.2 shows these first-call probabilities for the NORC study and 
the other surveys of Table 2.1. Naturally, these results are some­
what more variable since, they utilize only a fraction of the data, 
but they show exactly the same relationships. 

If household information is required, it is not necessary to 
specify which individual in the household should furnish it. Gen­
erally, any knowledgeable adult would be qualified. While this 
4oes not bias a probability sample, it could cause a substantial 
bias in a probability sample with quotas since, as indicated in 
Table 2.3 and as one would expect, larger families would be more 
likely to be found at home than would smaller ones. For this 
reason, any such sample of households would clearly need to con­
trol for household size. 

Table 2.4 gives the probabilities of completing a call by num­
ber of calls for four NORC studies and compares these results to 
those at the Survey Research Center (Mayer, 1964, p. 24). Typi-



Table 2.2 Probability of Completing Interview on First Coll by Age, Sex, and Employment Status with Coll-bock 
Sampfes 

Sample 

NORC: 
All places 
IO largest 

SM A's 
OtherSMA's 
Non-metro 

counties 
Survf!)' Resean;h 

Center: 
All places 
Large metro 
Other urban 
Rural 

Britain 
Elm it a 
Madison 

All 
Respondents 

.28 (906) 

.19 (206) 

.26 (357) 

.35 (343) 

.32 
.21(2,963) 
.32(1,724) 
.4p,501) 
.44 (738) 
.JS(l,443) 
.40(1,029) 

(743) 

Males 

.23 (387) 

.18 (96) 

.21 (155) 

.28 (136) 

.26 

.!5(!,340) 

.26 (323) 

.37 (659) 

.40 (358) 

.24 (938) 

.27 (452) 
(313) 

Under30 

.24 (76) 

.26 (27) 

.30 (30) 

(19) 

.18(108) 

.21 (57) 

30+ 

.22(3ll) 

.14 (69) 

.IB(l25) 

.3l(l 17) 

.25(344) 
2 9(256) 

Females 

.31 (519) 

.20 (110) 

.30 (202) 

.4-0 (207) 

.36( 

.26 1,623) 

.36 (401) 
.47 (842) 
.51 (380) 
.49 (505) 
.49 (577) 

(430) 

Employed 

.19(212) 

. IO (48) 

.16 (91) 

.30 (73) 

.. 35 (SS) 

Unemployed 

.40(307) 

.27 (62) 

.4!(111) 

.45(134) 

.53(450) 
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Table 2.3 Probability of Completing Interview wit~ Any Household Member on First Call by Size of 
Household with Call-back Samples 

Sample All 
Household Size 

Respondents 2 3 4 5 

NORG: 

.46(1,465) All places ·56(11,257) 
10 largest 

·52(3,219) ·56(2,074) 58(1,979) ·63(1,242) 

·29 (351) SMA's -~ (2,437) OtherSMA's . (4,504) .47 (548) 
Non-metro 

·36 (675) ·44 (478) ·50 (441) ·58 (260) 
·51(1,274) ·55 (835) ·

58 
(830) ·62 (484) 

counties ·63 (4,316) ·55 (566) 
Elmira (l,029) ·36 (129) 

·62(1 270) ·64 (761) ·61 (699) ·66 (498) 
·38 (662) ·37 (166) .50 (SO) (13) 

6 or More 

·67 (1,287) 
"ti 

·59 (232) 
;::; 

·67 (533) 
<:>-
;:, 
<:>-

·70 (522) 
::::.: .s· 

(9) 
~ 
~ 
§= 

Clq 

! . 
. S-
K::l 

Ii<! 
<:i 

~ "' 
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cally there is a substantial rise from the first to the second call 
and then a leveling-off on subsequent calls. This is true for the 
first two NORC studies and for the SRC data. 

Tne third NORC study shown in Table 2.4 is an example of a 
survey where a screening call was made first and an interview then 
conducted with a special subsample of those screened. In that 
case, the interviewer has already obtained information from some­
one in the household, and her probability of completing a call is 
greatest on the first call. Looking at Table 2.8, one can see that 
the costs for this study are the lowest of the four studies presented. 
As an aside, another NORC experiment discovered that substan­
tial reductions in travel costs were achieved when interviewers 
phoned for appointments before going to the segment. 

The final NORC study was the short screening questionnaire 
which was the prelude to the survey described in the previous 
paragraph. Here, the interviewer was permitted to interview any 
adult in the household instead of a specified family member. 
Again the probability of completing an interview is greatest on the 
first caIJ and drops slightly on the second and subsequent calls. 

Table 2.4 Probability of Completing Call on Various Surveys by 
Number of Calls with Call-back Samples 

Sample N 2 3 4 5 

National Opinion Research 
Center 1 2,211 .36 .66 .56 .54 .50 

National Opinion Research 
Center 2 2,866 .42 . .44 .52 .48 .48 

National Opinion Research 
Center 3 5,083 .77 .53 .53 .39 .49 

National Opinion Research 
Center4~ 12,441 .59 ..50 .46 .47 .47 

Large8t SMA's 3,035 .48 .40 .37 .40 .41 
OtherSMA's 4,873 .58 .51 .48 .50 .49 
Non-metro 4,533 .67 .58 .56 .57 .60 

SRC-Total .34 .39 .41 .39 .43 
Large metro .22 .30 .32 .36 .42 
Other ·urban .35 .41 .45 .42 .45 
Rural .43 .49 .50 .40 

"Interview with any household member. 
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Having selected these strata, or some other grouping, one must 
then test for homogeneity for probability samples with quotas. 
For this purpose it seems reasonable to use the geometric distri­
bution as the theoretical distribution to which our empirical dis­
tributions are compared. 

Assume that the interviewer for a probability sample with 
quotas is conducting a random search and that her probability of 
completing an interview at any random household is equal to the 
probability of completing an interview on the first call for a 
probability sample with call-backs in the same area. Let us pause 
for a moment to examine these two assumptions. While it is clear 
that the interviewer is not actually searching at random, the es­
tablishment of quotas makes it necessary for her to interview not 
only during the day, but also in the evening and on weekends so 
that her searching times approximate a random procedure. The 
second assumption is realistic since the same interviewers conduct 
both types of samples in their areas, and generally have the same 
time periods available for interviewing. 

Using these assumptions, the number of calls required to com­
plete an interview for probability samples with quota is a random 
variable which has the geometric distribution (a special case of 
the negative binomial or Pascal). The expected mean and variance 
of this distribution are known to be: 

E(X) = 1/p; Variance (X) = q/p2 

(See Feller, 1950, pp. 174, 217-18.) 

The fit of this model to actual interviewing behavior can be 
seen in Tables 2.5 and 2.6. The first of these, Table 2.5, compares 
the means obtained on actual probability samples with quotas 
with the expected values obtained from the reciprocal of the 
probabilities of being home on the first call which were given in 
Table 2.2, and which are based on call-back samples. The actual 
means and expected means are generally in close agreement, 
which lends substantial credibility to the model. 

It may be useful in considering these results to keep in mind 
how they were obtained. For NORC probability samples with 
quotas a detailed listing sheet is kept by all interviewers. This 
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Table 2.5 Actual and Expected DUa Approaches Required To Complete Interview for NORC Probability 
Sample with Quotas• · . 

.,, 
~ 
"' .... 

Sample 
All 

Males Under 30 30+ Females Employed Unemployed Respondents 
~ 

~ .., 
All places: 

Actual x 3.6 3.8 3.6 3.9 3.7 4.4 3.4 

'<: 

~ 
"' Expectedx 3.6 4.3 4.2 4.5 3.2 53 2.5 

N (1,916) (919) (171) (748) (997) (338) (659) 
10 Larges/ SM A's: 

Actualx 5.8 5.6 5.6 5.5 6.0 7.0 5.3 
Expected ii 5.3 5.6 3.8 7.1 5.0 10.0 3.7 

N (480) (230) (36) (194) (250) (96) (154) 
OrherSMA 's: 

Actual x 3.4 3.8 3.9 3.8 3.4 3.6 3.3 
Expectedi 3.8 4.8 3.3 5.6 3.3 6.3 2.4 

N {763) (359) (73) {286) (404) (152) (252} 
Non-me1ropolitan 
COUniies: 

Actualx 25 2.5 2.0 2.7 2.5 2.9 2.3 
Expected ii 2.9 3.6 3.2 2.5 3.3 2.2 

N (673) (330) {62) (268) (343) (90) (253) 

~DO ,,.the Dw.elling Unif. 
& Ad'Ui:d YtJ~~f deri-..ed froJ'tl HORC probability mmpku, with quotas. E:itpecled 'jlalues ere reciprocals of values in TabJc- 2.2 which are bi:::uod ori NORC .c:cdl~bac::k 1oOmples., 
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sheet shows every house visited, and the results obtained. While 
vacant dwelling units and commercial establishments are listed, 
they were not included in the counts, nor were households that 
had no respondent who fitted the quota. It should be noted that 
quota refusals are included, since generally these were not final 
refusals but rather respondents who were unavailable for inter­
viewing at the time the interviewer called. The expected proba­
bilities from the call-back samples are based on completed cases 
and do not account for hard-core refusals, or vacant or commer­
cial units. 

Table 2.6 compares the actual and expected variances for the 
probability sample with quotas. Since, unfortunately, the expected 
variances are sensitive to small changes in the mean, they are 
based on the combined means of both the samples in Table 2.5. 
For example, consider males under thirty in the ten largest 
SMA's. If the actual value of Table 2.5 is used, p = 1/5.6 = .18 
and expected a2 = (I-p)/p2 = 22.2. If the expected value is used 
based on call-backs, p = .26 and a2 = 10.9. Combining these esti­
mates gives pa value of .213 and <l = 17.4, which is the value 
shown in the table. The comparisons show close agreement for 
employed females and men over thirty everywhere, and generally 
good agreement for all groups in the non-metropolitan counties. 
Men under thirty and unemployed women have higher than ex­
pected variances in metropolitan areas. 

While this is probably a weak test, the ratios in a few of the 
cells of Table 2.6 clearly suggest that there are biases still remain­
ing in the groups with the higher than expected variances, but they 
do not insure the absence of biases in the other cells. That is, it is 
possible that some groups within a stratum have a substantially 
higher or lower probability of being found at home than the aver­
age for that stratum, and due to the large variance of the estimate 
of the variance of the mean, this cannot be detected. 

It is possible to make some estimates of the maximum magni­
tude of the bias in the final results based on the data shown in 
Table 2.6. Suppose that each stratum is not homogeneous, but 
consists of two equal-sized substrata which are homogeneous 
within themselves. (It can be shown that the bias is maximized 



Table 2.6 Actual and Expected Variance of DU Approaches Required To Complete Interview for NORC 
Probability Sample with Quotas* 

Sample 
All 

Males Under 30 30+ Females Employed Unemployed 
Respondents 

All places: 
Actual,,' 24.4 22.9 23.2 22.8 25.8 32.9 21.9 
Estimated u' 10.6 12.4 lLJ 13.4 8.5 18.7 5.8 

Ratio 2.3 1.8 2.1 l.7 3.0 1.8 3.8 
JO largest SM A's: 

Actualr? 57.4 45.4 50.3 43.9 71.2 76.9 62.8 
E~pected u' 25.3 25.8 17.4 33.4 24.8 63.8 15.8 

Ratio 2.3 1.8 2.9 l.3 2.9 1.2 4.0 
Other SMA 's: 

Actual,,' 16.3 20.4 23.3 19.7 12.5 14.5 i 1.4 
Expected ,,' 9.4 14.2 9.4 17.4 7.9 19.6 5.3 

Ratio 1.7 1.4 2.5 l.l 1.6 0.7 2.2 
Non-metropolitan 
countie.s: 

Actualu' 5.6 6.2 2.0 7.2 5.0 7.0 4.2 
Expected,/ 4.6 6.3 2.0 5.8 3.8 6.5 2.8 

Ratio 1.2 1.0 1.0 1.2 u I.I l.5 

"Actual value!i clcrived from NORC probabi1ity samples. ...,.ith qvotas.. ExpE'C::ted value-& ore (1 -p)/p2
, ..,here p is the n;11c:iprocol of the average of the adual and expected values gi ... en 

in Table 2.5, ond is based on both qut>ta and call-back samples. 
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with two equal-sized substrata rather than with a larger number 
of strata or unequal-sized strata.) 

The estimated means of the substrata are shown in Table 2. 7. 
These values are derived from the formula: 

,/ (X,) = ~. ( q~ + q~) + I (_!_ - _!_)2 
2 p1 p2 4 P1 P2 

Using the values for the observed variances from Table 2.6, the 
values for pi and p2 can be easily derived. The bias in the estimate 
also depends on differential behavior between the two substrata. 
If the proportion of Substratum 1 with a given characteristic is R 
and the proportion of Substratum 2 with the characteristic is a R, 
then the bias in the stratum estimate is: 

P1 p2(a 1\ 
Pi +P2~J 

While a will not generally be known, past experience would 
suggest that it would normally be about l .5 or less, although it 
might be as high as 2 or 3. Table 2.7 also shows estimated biases 
for each stratum for a values of l.3, l.5, 2, and 3. It can be seen 
that the overall estimates of bias for an estimate range from 3 
per cent to 12 per cent. These estimates do, of course, depend on 
the estimates of Table 2.6 as well as the estimates of a and so are 
subject to large error, particularly in the individual strata. Never­
theless, Table 2.7 indicates that, typically, differences between 
call-back and quota samples will not exceed 8 per cent and that 
most differences will be of the order of 3 to 5 per cent. Empirical 
verification of this is given in the final section of this chapter and 
in Table 2. lO. 

In summary, this section has presented empirical results that 
support the reasonableness of treating sampling with qu9tas as a 
form of probability sampling. The agreement in Table 2.5 between 
the number of dwelling unit approaches on a probability sample 
with quotas and the reciprocal of the probability of completing 
an interview on the first call for probability sampling with call­
backs strongly supports the notion that these two kinds of sam­
pling methods have much in common. 

The results of Tables 2.6 and 2.7, however, indicate that some 
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Table 2.7 Estimated Biases in Quota Sample Results When Strata Consist of Two Substrata 
s. 
"" (', 

Probability of 
Estimated Per Cent 

Stratum Completing Interview 
Bias in Results on First Call 

c 
:::;. 

'8.. 
~ 

Total 
Substratum Substratum 

a = 1.3 1.5 a = 2 3 
l 2 a a 

.., 
"" ~ 
"' 

10 Largest SMA's: 
Men under 30 .22 .II .33 9.4 10.0 16.7 25.0 
Men over 30 .16 .12 .30 4.7 5.0 8.3 12.5 
Women employed .13 .09 .17 5.8 6.2 10.3 15.5 
Women unemployed .23 .10 .36 10.7 11.4 19.0 28.5 

Other SMA 's: 
Men under 30 .28 .16 .40 8.1 8.6 14.3 21.5 
Men over 30 .22 .17 .27 4.3 4.6 7.7 11.5 
Women em ployed .22 .22 .22 0 0 0 0 
Women unemployed .36 .21 .51 4.9 5.2 S.7 13.0 

Non•metropo/itan counties: 
Men under 30 .50 .50 .50 0 0 0 0 
Men over 30 .34 .27 .41 3.9 4.2 7.0 10.5 
Women employed .32 .30 .34 I.I 1.2 2.0 3.0 
Women unemployed .44 .33 .55 4,7 5.0 8.3 12.5 

All strata 3.2 4.9 8.2 12.3 
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biases still exist in the probability sample with quotas, at least for 
the strata considered. That is, within some of the strata there are 
probably individuals belonging to substrata whose probabilities of 
being available for interviewing differ from the stratum mean. If 
there were no considerations of time or cost there would never be 
a reason not to use call-backs instead of quotas. When time and 
cost factors are considered to be more important than the biases 
(generally small) introduced by the use of sampling with quotas, 
this method becomes preferable. 

SAMPLING VARIABILITY Of PROBABILITY SAMPLES 
WITH QUOTAS 

There are no basic differences between methods for computing 
sampling errors for probability samples with quotas and the usual 
sample error computations. Of course, the naive use of simple 
random sampling error formulas for complex national samples is 
never appropriate for either quota or call-back samples. 

Since stratification of samples of individuals generally does not 
significantly reduce sampling variability, the major difference be­
tween complex and simple samples is due to clustering. A proba­
bility sample with quotas is a cluster sample and will have about 
the same variability as a similar cluster sample with call-backs. 

Direct methods of computing variances of complex samples are 
tedious, and almost all statisticians currently use short-cut proce­
dures. These are very well described by Kish (1965) and Hansen, 
Hurwitz, and Madow (1953) and need not be repeated here. The 
suggested procedure of Stephan and McCarthy (1958, Chapter 10) 
is one of several possible appropriate methods. These procedures 
do not measure uncertainty about biases or response errors, and 
so are minimum estimates of error. 

COSTS Of PROBABILITY SAMPLES WITH CALL-BACKS 
AND WITH QUOTAS 

The chief argument made for the old quota samples was that 
they were cheap, The costs of probability sampling with quotas 
are still less than the costs of sampling with call-backs, but the 
differences are much narrower. This section compares the costs of 
various NORC probability call-back and quota samples, and indi-
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cates that a substantial portion of the cost differential between 
them is due not to field activities but rather to other aspects of 
the study unrelated to sampling. 

Let us first compare the total costs of six NORC probability 
call-back and four quota studies. It can be seen from Table 2.8 
that call-back sample costs per case are typically three times as 
high as the costs per case of quota samples; the probability with 
call-back samples have a median cost of a,bout $52.00 per case as 
compared to a median of about $19.00 for probability samples 
with quotas. 

A brief examination of the table, however, reveals that a sub­
stantial part of this difference is due to differences in planning, 
processing, and analysis between the two surveys. Almost always, 
the planning and analysis of call-back samples is costlier, and 
takes a larger part of the total cost of the study. It seems clear 
that it is not the sample design that determines the cost of a study, 
but rather the cost that determines the sample design. 

To be more explicit, where survey results will receive very so­
phisticated analysis or when critical decisions will be based on 
them, it will be worthwhile to pay a substantial cost to achieve 
high standards of sampling, processing, and control. Thus, the 
Census Bureau rightly has very high standards on their current 
population surveys. On the other hand, many exploratory studies 
do not require such high standards since the analysis may be more 
limited and the questionnaire may itself be a major source of er­
ror. Here quota sampling would be justified. 

On the other hand, the relationship goes both ways. One reason 
why analysis costs are higher on call-back samples is that the 
analysts spend·more time waiting for results to become available. 
Very often the field data collection period is extended for several 
weeks, which delays the processing for an additional time period. 
While this waiting time may sometimes be useful in developing 
codes and modes of analysis, it is frequently wasted. 

If one looks only at total field costs, which include both direct 
and supervisory costs, the ratio of the costs of probability samples 
with call-backs to probability samples with quotas drops from 
three:one to two:one. The median field cost per case for call-back 



Table 2.8 Field and Other Costs for NORC Surveys (in Dollars) 

Costs 
Probability with Call-backs Probability with Quotas 

Study l Study 2 Study 3 Study 4 Study 5 Study 6 Study l Study 2 Study 3 Study4 

Direct field 
costs $ 31,800 $ 21,000 $ 19,500 $ 5,000 $22,000 $16,900 $ 8,900 $ 9,900 $ 8,500 $ 9,000 

Field 
supervision 8,100 29,500 4,900 2,500 9,500 6,000 1,900 1,700 1,200 1,900 

Other survey 
costs 173,100 106,200 93,400 31,400 38,500 26,500 16,000 18,600 14,100 14,800 

Total 
costs $213,000 $156,700 $117,800 $38,900 $70,000 $49,400 $26,800 $30,200 $23,800 $25,700 

Total 
cases (2,380) (2,810) (2,200) (760) (2,500) (1,500) (1,200) (1,500) (1,300) (1,500) 

Cost per case $ 89.50 $ 55.80 $ 53.50 $ 51.20 $ 28.00 $ 32.90 $ 22.30 $ 20.20 $ 18.30 $ 17.10 
Direct field 

cost per 
case $ 13.40 $ 7.50 $ 8.90 $ 6.60 $ 8.80 $ 11.30 $ 7.40 $ 6.60 $ 6.50 $ 6.00 

Total field 
cost per 
case $ 18.70 $ 18.00 $ 11.10 $ 9.90 $ 12.60 $ 15.30 $ 9.00 $ 7.70 $ 7.50 $ 7.30 
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samples on the six studies is $14.00 as compared to $7.50 per case 
for the quota samples. 

This comparison can be carried still one step further. The major 
difference between the two types of samples is the cost of super­
vision. When one examines only the direct cost of interviewing, 
the difference shrinks to about $2.50 between the median direct 
field cost per case of $9.00 for call-back samples and $6.50 for 
quota samples. 

This difference represents the one extra hour per case that the 
average interviewer on a call-back sample must spend to find her 
respondent, as well as some additional travel expenses. It is clear 
that this difference is less important than the difference in the 
cost of supervision. Thus, it would seem possible to reduce the 
cost of a call-back sample almost to the level of a quota sample 
if one could reduce supervisory costs. 

Again it should be noted that not all of the difference in super­
visory cost is due to the sampling method. Some of this .difference 
can be attributed to the greater quality control checks generally 
used in the more expensive samples. The additional .effort gener­
ally made in training interviewers on call-back samples requires 
more supervisory time. There are, however, some characteristics 
of a call-back sample that do generate greater supervisory costs. 
Typically, the interviewer is told to make three call-backs and then 
to check with the supervisor for further instructions if she has not 
completed an interview. The decision process whereby this occurs 
is quite costly in supervisory time, as are the letters and long­
distance calls which accompany the revised instructions. If meth­
ods can be found for standardizing the follow-up procedures and 
eliminating most of the ad hoc decisions now made, a substantial 
part of field supervisory costs could be eliminated. 

Another aspect of call-back sampling which leads to higher 
supervisory costs is the time period required to complete the inter­
viewing. Since some respondents will be temporarily unavailable 
at the interviewer's initial call, she will need to return at a later 
time. If the respondent is on vacation or in the hospital, it may 
take several weeks before the interviewing is completed. Proper 
allowances should be made for this when scheduling, and the flow 
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of completed questionnaires should be watched carefully. Never­
theless, some added cost due to the stretching-out of the time 
period cannot be avoided with call-back samples. 

In summary, Table 2.8 shows that the direct interviewer cost 
difference bet)'leen call-back samples and quota samples is about 
$2.50, or one hour of interviewer time per case. Much larger dif­
ferences are due to added supervisory costs, some of which might 
be eliminated by the standardization of call-back procedures. The 
greater length of time required to complete a sample with call­
backs is another factor in increasing supervisory and other over­
head costs, and there is no way to avoid this increase. 

MARGINAL COST OF CALL-BACKS 
The small difference between direct field costs of call-back 

sampling and quota sampling is due both to the fact that quota 
sampling as described in this chapter is more costly than uncon­
trolled sampling, and that the marginal cost of call-backs is not 
as large as is generally believed. This is not a new finding (Birn­
baum and Sirken, 1950, pp. 189-90) but it seems worthwhile to 
present additional evidence to support this result. 

The data in Table 2.9 show that the marginal travel cost of addi­
tional calls remains fairly constant, although sampling variability 
causes differences as the number of cases becomes small. That is, 
it is generally less expensive to continue call-backs than to draw 
an additional sample. Table 2.10 shows the same relationship 
when the costs are separated by size of place. 

One would think that travel costs per case would have to rise 
on repeated call-backs since relatively fixed costs are divided 
among fewer cases, but this is compensated by the increased prob­
ability of finding a respondent at home and the interviewer's 
greater familiarity with the area she is sampling. 

The allocation of travel costs requires some arbitrariness. While 
the NORC procedure adopted is certainly a valid one, there are 
other allocation methods which might be equally valid and which 
would probably also lead to similar results. Travel costs are di­
vided into two parts--ctravel time within a segment and travel time 
to and between segments. 



Table 2.9 Average Travel Cost and Marginal Cost To Complete Interview by Number of Calls for Four NORC 
Call-back Samples 

Cells Re- Study l Study 2 Study 3 Study 4 
quired To 

Average Averoge Averoge Average Complete 
N Total 

Marginal 
N Total 

Marginal 
N Total Marginal 

N Total Interview 
Cost 

Cast 
Cost 

Cast 
Cast Cost Cost 

One 792 $3.23 1,202 $2.89 7,285 $0.89 3,894 $1.13 
Two 791 4.14 $0.91 738 3.50 $0.61 2,562 l.34 $0.45 631 2.55 
Three 349 5.30 1.16 480 3;72 0.22 1,187 l.98 0.54 293 3.68 
Four 152 6.98 1.68 215 4.43 0.71 661 2.50 0.52 103 4.33 
Five 64 8.46 1.48 112 5.24 0:81 351 3.13 0.63 79 4.59 
Six 34 8.67 l.21 42 7.06 1.82 176 4.22 l.09 35 6.12 
Seven or 

more 29 9.22 0.55 77 8.13 l.07 219 5.97 0.67 48 9.26 
Tota!N (2,211} (2,866) (12,441) (5,083) 

Table 2.10 Average Travel Costs and Marginal Costs To Complete Interview by Size of PSU* for Four NORC 
Call-back Samples 

Calls Re- l 0 Largest Metro Other Metro Non-metro 
quired To Average 

Complete 
Average 

Marginal 
Average 

Marginal 
Average 

Marginal N Travel 
N Travel· N Travel N Travel Cost Interview 

Cost 
Cost 

Cost 
Cost 

Cost 
Cost 

Study I: 
One 1,442 $!.09 $~ 2,8ll $0.89 3,032 $0.80 
Two 643 1.78 0.69 1,045 1.30 $0,41 874 l.06 $0.26 
Three 351 2.46 0.68 485 1.79 0.49 351 1.66 0.'40 

Marginal 
Cost 

$1.42 
l.13 
0.65 
0.26 
1.53 

I. 12 

Marginal 
Cost 



Four 237 3.10 0.76 268 2.45 0.66 156 2.06 0.40 
Five 149 3.67 0.57 130 2.90 0.45 72 2.44 0.38 
Six 86 4.60 0.93 68 3.25 0.35 
Sevcrr 59 5,33 0.93 27 4.16 0.91 
Eighi or 

more (av. 
~ 10) 68 8,04 0.90 39 7.IO 0.98 

Study 2: 
One 724 1.55 l,402 l.12 1,768 0.97 
Two 158 3.60 2.05 263 2.46 1.34 210 1.86 0.89 
Three 88 \ 4.95 l.35 lll 3.72 1.16 78 2.18 0.38 
four 32 6.l9 1.24 49 4.26 0.54 22 3.27 L09 
Five 20 6.95 0.76 34 5.47 1.2! 25 4.05 0.78 

10 largest Metro Prince Georges Warren Detroit 

Study 3: 
One 150 3.14 697 2.97 147 2.42 208 2.79 
Two 1.12 3.50 0.36 294 3.41 0.44 121 J.62 1.20 191 3.56 0.77 
Three 135 3.58 0.08 148 3.84 0.43 76 4.44 0.82 121 3.73 0.17 
four 59 3.86 0.28 55 4.86 1.02 37 4.70 0.26 64 4.98 i.25 
Five 3S 4.60 0.74 22 4.98 0.12 13 6.44 1.14 29 5.34 0.36 

Metro Non-metro 

Study4: 
Oue 345 J.80 :no 2.S& 
Two •m S.Cl4 U4 3J6 3.20 0.32 
Three 229 5.69 0.65 117 4.25 1.05 
Four 120 6"°3 0.34 34 4.62 o;;n 

• PSU i::; the. Prinu::1fy S.Ompling Unit, 
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Travel to Segment 
Travel to segment is derived from the travel column on the time 

report. It includes time to the segment from the interviewer's 
home and return. It also includes any travel time from one seg­
ment to another. It is generally not too difficult to separate this 
time from the time spent by the interviewer within the segment. 

Travel costs to a segment are allocated equally, but only to the 
completed interviews made on that trip. That is, not-at-home 
calls were not charged any travel time to a segment unless there 
were no completed interviews on that trip. The rationale behind 
this allocation is that if the interviewer has been in the segment 
anyway (either with or without an appointment) and has com­
pleted one or more interviews, then any additional calls she makes 
in the segment are gravy, as far as travel time to the segment. 

Travel in Segment 
Travel in segment is defined as all time in a segment not spent 

on the actual interview. Travel in segment includes all waiting 
time, and time in a respondent's home spent in conversation not 
part of the interview, as well as time spent locating the proper 
house in the segment and knocking on doors. Also included here 
is the time the interviewer spends on the telephone making ap­
pointments for interviews. This type of travel time is not always 
directly noted by interviewers filling out the present time sheet. 
It is sometimes included under travel time, sometimes under inter­
viewing time and sometimes under other time. In coding the time 
reports, cross-checks are made with questionnaires. If the inter­
viewer combines waiting time or other time within the segment 
with the interview, the length of the interview as obtained from 
the questionnaire is subtracted from the total time shown and the 
balance is called "travel in segment." Even where the interviewer 
has separated her time, cross-checks still are made to the question­
naire to insure that dates and times agree. If not, the normal pro­
cedure is to adjust the time report to the questionnaire since times 
in the questionnaire were presumably filled out immediately while 
the time report is generally filled out later. 

Trav.el costs within the segment were allocated equally to all 
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the calls made in the segment on that trip. That is, all caHs, 
whether or not they resulted in a completed interview were 
charged with the same fraction of the travel costs within the 
segment. 

COMPARISON OF SURVEY RESULTS ON PROBABILITY 
CALL-BACK VS. QUOTA SAMPLES 
This final section compares the results of three NORC studies, 

conducted for Professor Jiri Nehnevajsa of the University of 
Pittsburgh, all of which dealt with attitudes of the American 
public on questions dealing with world tensions (Nehnevajsa, 
1964). On each of these surveys, five questions were asked in 
exactly the same way, and the responses to these questions are 
presented in Table 2.11. In addition, a large number of demo­
graphic characteristics, which were obtained on all three surveys, 
are compared. 

As is to be expected from the previous discussion, the differ­
ences between the three surveys are small, and can mostly be 
accounted for by sampling variability, the different times at 
which the three studies were conducted, and small differences in 
the ages of eligible respondents. The first sample with call-backs 
was conducted in June, 1963, the second in June, 1964, while the 
sample with quotas was conducted in December, 1963, midway 
between the other two. On the first call-back study, respondents 
over sixty-five years old were excluded, while on the last two 
studies all adult respondents were eligible. 

These results do not prove the lack of biases in the probability 
sample with quotas, but they support the view that for most items 
these biases cannot be large. The reader may also wish to com­
pare these results to those of Moser and Stuart (1953) who found 
only small differences on most items between probability samples 
with call-backs and uncontrolled quota samples. For uncontrolled 
quota samples, the best explanation of close agreement with cen­
sus data and probability samples is that the interviewing biases 
are not, highly related to responses. For the probability samples 
with quotas described here, some of the agreement with the call­
back samples may also be attributed to the low correlation be-
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Table 2.11 Comparison of Survey Results for NORC U. S. National 
Samples: Probability with Call-back and Quota (Per Cent) 

Opinions on World Affairs Call-bock Quota 

I. The amount of world tensions just 
about now: 

0 No tens.ions at all 0.3% 0.8% 0.3% 
I 0.1 0.5 0.4 
2 0.8 0.9 1.2 
3 2.4 2.7 3.4 
4 4.9 6.7 4.1 
5 16.3 16.6 20.0 
6 14.0 13.2 11.6 
7 21.2 16.5 14.9 
8 19. I 17.8 I 7.6 
9 8.8 8.5 6.3 

10 Extremely high tensions 12.1 15.8 20.2 

Total 100.0% I00.0% 100.0% 
N (1,416) (1,452) ( 1,393) 

i 6.95 6.92 7.03 
,; 0.08 0.08 0.09 

2. World lensions just about two 
years from now: 

0 No tensions al all 0.5% 0.7% 0.5% 
I 0.6 0.7 0.8 
2 1.7 3.1 3.2 

4.1 4.6 6.5 
6.7 7.2 7.8 

12.5 13.6 17.1 
I LO 9.3 12.3 
14.8 14.8 13.8 
19.8 17.8 15.7 

·9 13.2 11.5 8.3 
l 0 Extremely high tensions 15.1 16.7 14.0 

Total I00.0% 100.0% I00.0% 
N (1.416) (l,452) (1,393) 

7.03 6.90 6.54 .. - .09 .09 .09 

3. World tensions five years from 
now: 

0 No tensions at all 1.0% 1.7% 1.6% 
I I.I 1.5 2.2 
2 4.4 4.1 5.7 
3 7.2 7.6 8.0 
4 7.9 I0.0 9.5 
5 15.1 17.8 23.1 
6 11.3 I I.I 9.5 
7 11.9 11.4 9.9 
8 14.7 12.9 12.2 
9 10.8 8.4 6.7 

IO Extremely high tensions 14.6 13.5 11.6 

Total 100.0% 100.0% 100.0% 
N (1,416) (1,452) (1,393) 

i 6.51 6.22 5.91 
s; .IO .10 .II 

(Table 2.11 continued) 
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Opinions on World Affairs 

4. World Jensions swo year.sago: 
0 No tensions at .all 
I 
2 
3 
4 
5 
6 

10 Extremely high tensions 
N 

,,-
5. Average world tensions. 

Two years ago 
Now 
Two years from now 
five years from now 

N 
6. When will 1he cold war en.d? 

Within two years 
W~thin five years 
Wlthin ten .,ears 
Ten to twenty years 
Twenty-one to fifty years 
Over fifty years 
Never 
Don't know 

Total 
N 

7. Sex: 

Median yea rs 

Demographic 
Characteristics 

Male 
Female 

N 
8. Race: 

White 
Other 

N 
9. Service (or spou.se"5 service 

in armed forces): 
Yes 
No 

N 
10. Service in cmnbal if ser~ed 

in armed forces: 
Yes 
No 

N 

0.6% 
0.6 
3.1 
6.0 
8.5 

14.4 
14.0 
14.1 
19.3 
l 1.2 
8.2 

(l,416) 
6.51 

.09 

6.51% 
6.95 
7.03 
6.51 

(1,416) 

4.6% 
22.4 
22.8 
16.5 
5.0 
S.5 

ll.5 
9.7 

100.0% 
(1.416) 
10.l 
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Call-back Quota 

1.1% 0.4% 
1.7 0.8 
3.5 2.7 
S.7 4.1 
8.3 S.6 

12.9 11.8 
11.8 7.9 
IJ.5 14.6 
17.8 19.2 
11.2 14.2 
12.5 18.7 

(1,452) ( 1.393) 
6.57 7.18 

.09 .09 

&.57% 7.18% 
6.92 7.03 
6.90 6.54 
6.22 5.91 

(1.452) (1,393) 

7.0% 3.4% 
21.9 20.4 
23.6 23.2 
14.8 18.6 

6.1 5.9 
5.7 7.0 

14.0 15.4 
6.9 6.1 

100.0% 100.0% 
(1.452) (1,393) 

9.5 11.6 

Coll-bock Quota 

45.6 44.8 48. I 48.3 
54.4 55.2 51.9 51.7 
(1,434) (1,464) (1,557) (1.482) 

87.9 85.6 86.8 89.8 
12.l 14.4 13.2 10.2 
(l,434) (1,464) (1,557) {l ,482) 

55.9 48.3 SO.I 
44.1 51.7 49.9 
(l,434) {1,464) (1,557) 

37,I 38.3 39.0 
62.9 61.7 6l.O 
(726) (645) (715) 

(Table 2. JI continued) 
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Table 2.11 Con.tinued 

Demographic 
Call-back Quota 

Cha rocteristics 

IL Political affiliacion: 
Democrat 52.9 54.7 58.5 53.6 
Republican 31.6 21!.0 28,0 27.7 
Oiiier 4.9 0.9 5.6 2.3 
None or independent 10.6 16.4 7.9 16.4 

N (1,434) (l,464) (1,557) (1,482) 
12, Religion: 

Prote5lant 68.6% 69.2% 67.6% 61>.2% 
Catholic 24.4 23.3 23.4 25.7 
Jewish 2.7 3.4 2.3 3.2 
Other 2.0 1.5 2.8 2.5 
None 2.J 2.6 3.9 2.4 

N (1,434) (1.464) (1.557) (1,482) 

1), How strongly do you/eel 
abou, your religious 
beliefs.' 
Very strongly 37.9% 43.6% 38.4% 
Strongly 27.6 22.8 28.4 
Moderately 29.1 28.3 27.1 
Not so sLrongly 3.9 Ll 3.5 
Not strongly at all 1.5 2.0 2.6 

N { 1.434) (1,464) (l,557) 

l4. Mo.ri:a/ stotu.s: 
Single 8.7% 7.4% 9,4% 
Married 79.1 75,9 77.4 
Di~orccd 3.6 3.8 3.0 
Widowed 5.9 10.4 7.6 
Separated 2.7 2.5 2.6 

N (1,434) (1,464) (1,557) 

l5. Soci·af class perception-
Upper 2.2% 3.8% 1.9% 
Middle 44.4 42.5 44.5 
Working 47.3 46.7 49.0 
Lower 3.9 2.8 2.6 
There are no classes 0.8 2.0 
Don't know 1.4 2.2 2.0 

N (1.434) (l,464) (1,557) 

16. Own o,. rent: 
Own 63.6 64.5 61.2 
Rent 36.4 35.5 38;8 

N (1,434) (l ,464) (1,557) 

17. Household site: 
I 8.1% 12.0% 6.8% 
2 24.9 29.2 24.5 
l 18.1 15.5 20.6 
4 21.5 16.7 19.4 

' 13.7 13.l 12.8 
6 6.8 7.8 8.0 
7 3.4 2.a 4.0 

1.9 1.7 1.9 
9 or rnore 1.6 1.2 2.0 

N (1,434) (1,464) (1,557) 
x 3.62 3.42 J.70 

(Table 2.11 continued) 
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Demogrophic 
Characteristics 

IS. Education of respondent: 
0~8 years 
9-11 ye.rs 
12 years 
13-15 years 
16 years 
17 years or more 

N 
Median years 

19. Education of spouse of 
re.spondem: 
0-8 years 
9-11 years 
12 years 
13-15 years 
16 years 
17 year& or more 

N 
Median years 

20. Mafn wage earner: 
Respondent 
Spous~ 

Others 
N 

21. Income: 
Under $3,000 
$3,000-4,999 
$5.000-1 ,499 
$7,500-9,999 
$10,000-14,999 
$15,000-24,999 
S.25,000 and over 

N 
Median 

22. Occupation of main earner: 
Professio11al 
Farmers, farm managers. 

and farm laborers 
Managers. officials, 

propnetors 
Clerical workers 
Sates workers 
Craftsmen, foremen 
Operatives 
Service workers 
Laborers 

N 
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Call-back Quota 

11.7% "26.5% 26.0% 25.4% 
22.8 20.3 22.9 22.S 
30.2 29.6 28.2 2B.7 
13.3 13.2 13.7 13.6 
7.5 6.0 6.0 5.8 
4.5 4.4 3.2 4.0 

(1,434) (1;464) (l,557) (1,482) 
12 12 12 12 

20.1% 25.7% 26.5% 
23.5 20.I 21.3 
32.S 32.2 31.7 
11.7 11.8 9.8 
8.3 6.9 6.5 
3.6 3.3 4.2 

(1,434) (l,464) (1,557) 
12 12 12 

53.5% 51.9% 
J8.7 37.8 

7 .8 10.3 
(1,434) (l.557) 

17.0% 21.1% 18.6% 23.1% 
20.0 l9.4 22.4 22.1 
29.2 26.3 29.l 26.6 
16.4 15.9 15.4 15.4 
11.9 l 1.9 !0.8 8.9 
4.4 4.1 2.6} 3.9 1.1 u l.2 

(l,434) (1,464) (l ,557) (1,482) 
S6,l00 $5,900 $5,800 $5,500 

13.3% 12.6% 13.6% 

7.2 8.7 8.6 

12.4 lJ.4 12.8 
7.4 7.5 6.5 
5.4 4.7 4.6-

19.7 l 8.5 16.9 
16.5 15.4 19.4 
7.7 9.4 9,4 

10.4 9.8 8.2 
(J ,434) (1,464) (l,557) 

(Table 2.11 continued) 
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Table 2.11 Continued 

Demographic 
Characteristics 

23. Children under 13: 
0 

2 
3 
4 
5 or more 

N 
x 

Children 13-21: 
0 
I 
2 
3 
4 
5 or more 

N 
x 

Children over 21: 
0 
1 
2 
3 
4 
5 or more 

N 

Call-back 

51.7% 58,8% 
18.5 13.8 
15.0 I l.1 
7.5 8.2 
4.7 4.1 
,.6 2.0 

(l,434) 
l.05 .93 

66.9 69.3 
18.8 15.3 
10.3 9.6 
2.6 4.2 
1.0 I.I 
0.4 0.5 

(1,434) 
.54 .54 

75.4 67.1 
I L2 12:5 
6.8 9.4 
3.4 5.1 
1.4 2.3 
1.8 3.6 

(1,434) 
.51 .76 

53.5% 
17.6 
13.2 
7.7 
5.0 
3.0 

(l,557) 
l.04 

73.I 
13.9 
9.0 
2.7 
0.7 
0.6 

(1,557) 
.46 

69.9 
10.8 
8.2 
4.5 
2.3 
4.3 

(1,557) 
.76 

Quota 

tween sample bias and response, but, most important, the sample 
biases themselves are small. 

The questions dealing with world tensions show mixed results 
when comparisons are made between the three surveys. On the 
first question dealing with "world tensions at this time" there 
are no differences between the three samples. On the second ques­
tion dealing with "anticipated world tensions two years from 
now" the sample with quotas is significantly more optimistic 
than the call-back samples, and this greater optimism is also seen 
in the question dealing with "world tensions five years from now." 
Conversely, respondents on the probability sample with quotas 
perceived "tensions two years ago" as being higher than did re­
spondents on the call-back samples. Looking at item 5, which 
summarizes the first four questions, one can conclude that quota 
respondents believe that world tensions are being, and will be, 
steadily reduced. The call-back respondents show no clear pat­
tern, but there is no reason that they should. The final item on 
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tensions asks, "When will the cold war end?" Here the call-back 
samples are more optimistic than the quota sample. It is possible 
that the assassination of President Kennedy a month earlier may 
have affected the answers of the probability sample with quotas, 
but if one disregards this, the possible biases due to differential 
availability range from 0 to 10 per cent on the four items, aver­
aging about 6 per cent, which agrees with the data in Table 2.7. 

Obviously, it would be desirable to have additional substantive 
questions for comparison, but unfortunately minor or major 
wording changes in the remaining items, as well as the inclusion 
of different items, make such comparisons impossible. There re­
main, then, the demographic items, which have the virtue of being 
asked in the same way on all three studies. 

Of the seventeen demographic comparisons, there are no 
differences except for sex and household size. Naturally since 
there is a quota on sex, the probability sample with quotas matches 
census data. The call-back samples were both deficient in males 
because of non-cooperation. That is, since the cooperation rate 
among men is lower than among women in the ordinary call-back 
sample, the sample with quotas is superior on this characteristic. 

The comparisons of household size suggest that the quota sam­
ple is deficient in one- and two-member households. These re­
sults suggest that some of the remaining availability bias in the 
quota sample could be eliminated by imposing a household size 
control in addition to the controls now in effect. NORC plans to 
experiment with this control in future surveys. 



3 
Advance Listing 

of Special Populations 

INTRODUCTION 

Although national probability samples of all adults or all house­
holds in the United States or some other country are still best 
known and are used frequently, there has been an enormous 
growth in the sampling ·of special populations as users of survey 
results become increasingly sophisticated. These samples are not 
to be confused with haphazard convenience samples that purport 
to represent the entire population, but that usually reflect only 
the behavior and characteristics of a freshman psychology class. 
Rather, these are carefully designed probability samples of special 
populations chosen because the populations themselves are of 
special interest. From among hundreds of such studies, five re­
cent NORC studies are cited as examples of the wide variety of 
special populations: 

1. A 1964 study attempted to measure the social effects of the Catholic 
educational system (Greeley and Rossi, 1966). The population for study 
consisted of all United States Catholics, twenty-three to fifty-seven years 
of age. The age limits were set so that at the lower end most respondents 
would be through with college, at least at the undergraduate level. The 
upper age limit was set to eliminate older Catholics whose education 
had not been in American parochial schools or who had been trained in 
American parochial schools far different in character from those of to­
day. Tne curious reader may well wonder why that particular upper age 
level was selected. It represents a compromise between the desire to keep 
the upper age limit as low as possible for the reasons just mentioned and 
the sampling problems of finding sufficient respondents if the age limits 
were too narrow. 

2. A study now in progress of the effects of crimes on households and 
individuals requires a national sample of crime victims. It should be 
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noted that the use of police records for sampling is inadequate since 
many crimes never are officially recorded by the police. 

3. A 1962 study of the characteristics of adults participating in adult 
education programs required a population of recent participants which 
was defined as persons over twenty-one (or over eighteen and mar~ied) 
who had received instruction in subjects other than Bible studies or 
traditional religious training during the previous year. 

4. A 1964 study of the attitudes and behavior of men related to their 
employment required a universe of all males aged sixteen or older work­
ing twenty-five hours a week or more, who were currently employed in 
civilian occupations. 

5. Several recent NORC studies have utilized the population of all 
graduating college seniors in a given year, or of graduate students in 
various fields of study. 

This chapter discusses some efficient techniques for sampling 
some of these populations, using advance listing. The basic pro­
cedure is described in the next section. Problems relating to 
classification and to household moves are discussed with some 
suggested solutions. Finally, the appendices to this chapter con­
tain some examples of forms used for prelisting. 

METHODS FOR SELECTING SPECIAL POPULATIONS 

Lists 
There are three basic procedures for locating special popula­

tions. The easiest procedure is the use of lists that are available or 
can be obtained relatively easily. Thus, a sample of public health 
professionals can be efficiently drawn, using combined lists (ex­
cluding duplicates) of the major public health professionaJ organi­
zations. A sample of college seniors is somewhat more difficult. 
It is first necessary to draw a sample of colleges from the excellent 
lists that are available. 

Then, as a second stage, the list of graduating seniors is ob­
tained at each selected school. These lists are prepared at all 
schools, but mail, phone, or personal visits may be required to 
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obtain them for sampling purposes, assuming that the aims and 
sponsors of the study meet with the schools' approval. 

There are many lists available, and list sampling should always 
be considered carefully before going to a more expensive proce­
dure. In many cases, the lists are so fragmentary that they cannot 
be considered as representative of the entire population. Thus, 
subscription lists of Catholic newspapers and magazines are insuf­
ficient to obtain a good national sample of Catholics, although for 
some purposes the readers of such publications are an important 
special population. 

Screening 
·If lists are unavailable, the general population must be screened 

to determine those individuals with the desired characteristics. 
It is assumed that the organization doing the screening already 
has a national sample frame and is interviewing a large number of 
households within this frame. In general, the costs of sampling 
and of hiring and training interviewers are so high that all organi­
zations conducting national samples use the same sampling frame 
repeatedly, although, of course, not the same respondents. 

It is not generally recognized that screening costs are only a 
little lower than actual interviewing costs. In a strict probability 
sample with call-backs, the total cost of screening interviews may 
nearly equal that of regular interviews, although the screening 
may take only five or ten minutes once a household respondent is 
located. These costs depend on many factors, including the length 
of the screening interview, the length of the full-scale interview, 
the rarity of the special population, and the amount of clustering 
in the screening. Since study, clerical, and travel costs are also 
present in screening interviews (see Chapter 6), and call-backs are 
required for these interviews also, the major difference is the 
length of the interview. 

While there are some efficiencies in conducting a full-scale 
interview immediately upon completion of a screening interview, 
this will only be possible in a minority of the cases. Although 
screening costs cannot be avoided, it is sometimes possible to 
amortize them over several studies, thus reducing the cost to each 
individual study. 
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Basically, advance listing merely means the use of screening 
information obtained on one study to eliminate the need for new 
screening on a future study. Two types of advance listing are 
possible. In the first, and more usual case, the advance listing 
collects basic demographic information about all individuals who 
fall into the sample. As an example, the screening interview for 
the study of adults participating in adult education programs 
obtained the following information for each member .of the se­
lected 12,000 sample households: age, sex, marital status, occu­
pation, education, race, religion, household income, type of 
structure, and household telephone. 

The complete form used is found in Johnstone and Rivera (1965) 
and, of course, also included several questions on adult education 
activities. The Appendix contains the two sheets of the question­
naire that asked for the demographic information (pp. 198-·99). 

Demographic information can be used for a wide variety of fu­
ture studies. The information from the screening on the adult 
education study was used a year and a half later to draw a na­
tional sample of Catholics. Its use was considered for the study 
of employed males, but the sample size of that study was so large 
that it required a new screening. The adult education screening 
was also used to draw a national sample of respondents sixty-five 
years old and older, but this was not an advance listing, since this 
survey was designed to be in the field simultaneously with the 
major adult education questionnaire. 

In most cases, much of the demographic information would 
need to be obtained on the screening questionnaire for analysis 
of the results of the initial survey, so that there is no additional 
cost attributable to these demographic questions. Even if there are 
no analytic reasons for including them, the marginal time and 
costs are so low that this should be a standard procedure for 
survey organizations with national samples. 

The second type of advance listing involves special, non­
demographic questions. However, such special questions should 
be asked on screening questionnaires only when the survey organi­
zation already knows about its future needs for a sample of a 
special population. NORC's study of crime victims requires a new 
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sample screening since we could not anticipate several years ago 
that we would be studying such a special population. However, 
on the screening questionnaire for this study,. we are asking for 
information on book reading in addition to the usual demo­
graphic information, becau,se a study of book readers is being 
planned for next year. The screening questions for this new sam­
ple are included in the Appendix (pp. 200-203). 

CLASSIFICATION CHANGES 
With any special population the problem of misclassifications 

exists. Misclassification can occur because of response error, 
interviewer mistake, or incorrect processing of the results. The 
most efficient way to store screening information for future use 
is on computer tape, but this does not eliminate the possibility 
of some error along the way. This section does not discuss the 
problems of error present in any study but only those errors due 
to change in the respondent's classification through time. For 
example, employment status may change from one year to the 
next as women get married and have children, men retire, and 
students enter the labor force. An improper classification into 
the special population is not too serious. It merely means a 
wasted visit to the respondent, since the interviewer would ordi­
narily discover at the start of the new interview that the respon­
dent no. longer fits the requirements. The greater problem is with 
persons excluded from the special populations who now belong in 
it. If this group is large or important enough, it will make advance 
listing impractical. 

For many studies, however, the likelihood of change in classifi­
cation is small or can be anticipated. Changes in date of birth, 
sex, race, and type of structure can occur only beca,use of mis­
classification. Changes in religion and education (if education has 
been completed) are highly unlikely, and changes in household 
income and occupation, although more common, would not usu­
ally be large enough to change a respondent's classification into 
the special population. 

Occupation and marital status are much more likely to change 
for younger respondents, and it may be efficient to reinterview 
this group to see if they now belong in the special population, 
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rather than screening an entirely new sample. Much of this rein­
terviewing may be conducted by telephone so that travel will not 
be required. 

MOVERS 
A major problem with using lists one or two years old is that 

respondents move. If the earlier listing is to be useful, these re­
spondents must be followed and located. Although the initial sam­
ple was of dwelling units, the new sample is a sample of individuals 
with a specified characteristic that would remain with them un­
less one were interested in the characteristics of the dwelling unit 
or neighborhood in which they lived. 

Fortunately, most movers remain in the same general area, and 
only a few move to a location where it is uneconomical to send 
an interviewer. Even in these cases, long distance telephoning may 
be possible. The major problem is to trace the respondent to his 
new address. NORC has tried several different procedures, all of 
which have some usefulness. They are listed here in order of in­
creasing cost: 

Mail tracing.~As a service to mailers, the Post Office will 
attempt to provide, when requested, the new address of a person 
at a specified address who has moved. 1 This is done only for per­
sons who have left permanent forwarding addresses. Where no 
forwarding address is available, the name is crossed from the list. 
The charge for this service is five cents per name. Obviously, this 
service is a bargain for samplers, since a sample of two thousand 
cases would cost only one hundred dollars. The lists must be sub­
mitted at local post offices, and local interviewers or supervisors 
can handle this, or the lists can be mailed to the local post offices. 
The critical link in the process is the local mailman whose records 
may or may not be in good condition and who may object to the 
extra work load of correcting a list. Time is also an important 
factor since forwarding addresses are not retained in files beyond 
two years, and the likelihood that the record is misfiled or lost 
increases sharply after the first few months. Still, a check of the 
sample in the first year should generally get about two-thirds of 

'See Section 123.5 of the Postal Manual. United States Post Office Department, 
or contact your local postmaster for information. 
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the new addresses and indicate the remaining movers who need to 
be traced. 

Telephone tracing.-If the telephone number is obtained on the 
screening interview then an appointment can be made to interview 
a respondent for a study of a special population. The advantages 
of this procedure are discussed in Chapter 5. In addition, if the 
call indicates that the respondent has moved, it will generally be 
possible to obtain the new phone number if the move has been in 
the same locality. Again, even when it is not possible to find the 
new telephone number or address, this method also identifies the 
families who have moved and need to be traced. 

Use of other informant.-A useful procedure is to ask at the end 
of a questionnaire for the name and address of someone who 
would know where the respondent has moved and could give a 
forwarding address. This would generally be a relative or a close 
friend. · 

Neighbors or new tenants.-As a final technique, a canvass of 
the neighbors near to the last known address of the respondent 
may be rewarding but will probably be far more expensive than 
the other procedures. 

Even with the use of multiple tracing procedures, 5 per cent of 
the original sample will not be found, or will have moved to an 
area which cannot economically be reached. There will be some 
additional unavailabilities due to deaths or misclassifications. 
These losses increase as the listing becomes older and are related 
to the mobility of the population. They also depend on how much 
one is willing to spend to find the hardest 5 per cent on the 
original list. 

SUMMARY 
Special populations are frequently of great importance for sur­

vey users, but they may be very expensive to locate unless lists 
are available. Advance listing of these populations on earlier 
surveys of special populations is a method for reducing these 
listing costs. The marginal costs of advance listing are so small 
that it will always pay to pick up a wide range of demographic 
information in advance. Behavioral information should be ob­
tained only if the need for it is already known. 
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Some attention must be paid to the possibility of changes in 
classification, but usually this will not be a major problem, and 
it may be more efficient to reinterview the subsample of the 
population most likely to change classification, rather than to 
screen an entirely new sample. 

Movers are a. major problem, especially as the list ages. Several 
techniques are useful for tracing movers, including mail, tele­
phone, and personal efforts. While the costs of these procedures 
become important as the most difficult cases are followed, the 
total cost of the entire advance listing procedure is far lower than 
a new screening. The sample biases introduced by the respondents 
who cannot be located, or who have moved to areas where they 
cannot be economically reached by interviewers, are likely to be 
small relative to the cost savings. 
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The Use of 

Self-administered 
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INTRODUCTION 
As the costs of personal interviewing rise, it becomes more 

important to obtain the maximum information from each inter­
view. The prime method of doing this is to lengthen the interview 
so that more information is obtained from the respondent. 

Gradually survey organizations have lost their fears of the long 
interview, and interviews lasting an hour are standard at the Na­
tional Opinion Research Center and other survey organizations, 
with two- and three-hour interviews no longer uncommon. Since 
actual interviewing time is only one-third of total interviewer 
time, lengthening the interview increases costs much more slowly 
than it increases information (see Chapter 6). In addition, if one 
considers cross-relationships, increasing the length of an interview 
very greatly increases the possible cross-classifications. Thus, if 
the interview is twice as long, there are approximately eight times 
as many possible three-way tables and sixteen times as many four­
way tables as originally, if the sample sizes remain sufficient. 

There are limits on the length of the interview. Both inter­
viewer and respondent fatigue begin to take their toll as the 
interview gets past two hours. Cooperation, as well as quality, are 
affected. Travel costs are also increased since the interviewer can 
complete only a single interview per trip and must make more 
trips. 

In addition to information about a specific respondent, it is 
often valuable to obtain information from more than one member 
of a household. Even where intra-family comparisons are not the 

This chapter was co-authored by Andrew M. Greeley and Leonard Pinto. 
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major focus of interest, this method provides an economical way 
of increasing the sample size of subgroups. Thus, interviewing 
both husband and wife in a household may not appreciably reduce 
the variability for the total sample, but can substantially reduee 
the variability for women in a particular age group, or men in a 
given occupation, to cite just two examples. 

Where one wishes to observe differences or similarities between 
husband and wife, or between parents and children, one must 
either obtain this information from the separate individuals or 
rely on one member of the family to report on the attitudes of the 
others. While the latter method may sometimes produce reason­
ably good results (Rossi and Katz, 1960), it is generally better to 
get the data directly from individuals. 

Personal interviews are the most common, but not the only 
way of obtaining information from additional household mem­
bers. An alternative is to interview one member of the household 
and to leave self-administered forms for other household members 
from whom data are desired. This has the advantage of not requir­
ing the interviewer to return to the household for another inter­
view if additional household members are not available, or if the 
first interview takes too much time. Thus, both travel and inter­
viewing time are saved. It has the advantage over other leave-and­
pick-up methods (or mail questionnaires) that the personal 
interview has established a feeling of rapport between the inter­
viewer and the household so that cooperation is likely to be better. 

This chapter describes an NORC study where such leave-pick­
up techniques were attempted, and gives the cooperation rates for 
alternative methods attempted, as well as a comparison of the 
responses for the self-administered questionnaires and the per­
sonal interviews. 

ALTERNATIVE LEAVE-PICK-UP METHODS 
During the spring and summer of 1964, NORC conducted a 

national survey of Catholics and a control group of Protestants 
to determine the effects of Catholic schools on the knowledge, 
attitudes, and behavior of those who attended them as compared 
to Catholics who attended public schools (Greeley and Rossi, 
1966). Initially, it was decided to interview about 3,500 respon-
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dents. As part of the continuing research program on reducing 
the cost of surveys, it was decided to attempt to obtain another 
1,000 respondents using self-administered questionnaires. Half of 
these added respondents were to be other adult members in house­
holds where a personal interview had been conducted, and half 
were to be teen-agers in these households. 

Three methods using different intensities of effort were com­
pared to see how costs and response r.ates varied. The methods 
from the least to the most intensive are described below: 

Method A 
The interviewer left the self-administered questionnaire at the 

respondent's home, and the questionnaire was mailed back to 
NOR C's Chicago office by the respondent. 

Method B 
The interviewer left the self-administered questionnaire at the 

respondent's home, and the questionnaire was mailed back to the 
interviewer's home. If the interviewer did not receive the ques­
tionnaire after several days she phoned the respondent. 

For both Methods A and B, the final step of the process was a 
personal call to the home of those respondents who h.ad not re­
turned questionnaires. This personal call was only made, however, 
when the interviewer still had other personal interviews to do in 
the area. lf she had completed her assignment of personal inter­
views and so had no other reason to travel into the area, no fur­
ther efforts were made to obtain the self-administered forms. 

MethodC 
The interviewer left the self-administered form at the respon­

dent's home and returned to pick it up. Call-backs were made 
until either the completed form was obtained or the respondent 
refused to cooperate. 

COOPERATION RATES OBTAINED 

Tables 4.1 and 4.2 show the results for adult and teen-age re­
spondents by each of the three methods. It can be observed that 
for the adults the most intensive Method C produced a coopera-
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Table 4.1 Cooperation Rates for Self-administered Questionnaires 
as Compared to Personal Interviews with Catholic Adult Respondents 

Personal 
Method A Method B Method C 

Cooperation Interviews 
(Mail to (Mail to (Interviewer 

Rates 
NORC) Interviewer) Pick-up 

N 
Per 

N 
Per 

N 
Per 

N 
Per 

Cent Cent Cent Cent 

Original sample 2,753 100 344 100 330 lOO 348 100 
Completed by ini-

tial method 1,872 68 159 46 168 51 223 64 
Completed on 

call-backs 212 8 62 18 43 13 31 9 

Total 
completed 2,084 76 221 64 211 64 254 73 

Initial refusals or 
not reassigned 50 2 35 10 28 8 9 3 

Final refusals 498 18 63 19 78 24 69 20 

Total refusals 548 20 98 29 106 32 78 23 
Not at home or 

other loss 121 4 25 7 13 4 16 4 

Table 4.2 Cooperation Rates for Self-administered Questionnaires 
with Catholic Teen-age Respondents 

Method A Method B Method C 

Cooperation 
(Mail to (Mail to (Interviewer 

Rates 
NORC) Interviewer) Pick-up) 

N Per Cent N Per Cent N Per Cent 

Original sample 298 100 297 100 313 JOO 
Completed by initial 

method 159 53 179 60 249 80 
Completed by 

call-backs 87 29 62 21 29 9 

Total completed 246 82 241 81 278 89 
Initial refusals or not 

reassigned 17 6 22 8 8 2 
Final refusals 21 7 25 8 21 7 

Total refusals 38 13 47 16 29 9 
Not at home or other 

loss 14 9 6 2 
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tion rate just about equal to that obtained on the personal inter­
views, while the cooperation rate for both Method A and Method 
B was about 10 percentage points less. For the teen-agers, Method 
C again produced the highest cooperation rate, but the coopera­
tion rate for each of the methods was above 80 per cent. It is 
clear that high cooperation rates can be obtained using self­
administered questionnaires, and that teen-agers in particular will 
respond very well to this method. 

While Methods A and B produce ultimately the same coopera­
tion rates, Method B, as expected, produces more initial returns. 
There is also an indication from these results that the cooperation 
achieved by Methods A and B could reach that achieved by Meth­
od C if the interviewer always made a personal call to respondents 
who had not returned questionnaires, even if she had no other 
personal interviews in the area. Naturally, this would be a more 
expensive method than either Method A or Method B. The com­
parative costs of the three methods and of various other alterna­
tives are discussed in the next section of this chapter. 

Some comments should be made about the absolute values of 
the cooperation rates. Normally, on a national study, cooperation 
rates of over 80 per cent are obtained by NORC on surveys of the 
length and complexity of the one used here. The cooperation rate 
achieved on the personal interviews in this study was about 5 per­
centage points lower than normal, although every effort was made 
to achieve maximum cooperation. Two major demographic fac­
tors are responsible for the below-average cooperation: 

l. Location of respondents: The Catholic and Protestant re­
spondents in this study were concentrated in the largest metro­
politan areas of this country, where the impersonality of the 
surroundings has always made it most difficult to obtain coopera­
tion on surveys. 

2. Age of respondents: Older people with more spare time who 
are generally more willing to respond were excluded from the cur­
rent survey. Thus, while this was a national sample of the universe 
it was intended to represent, this universe is substantially more 
difficult to survey than a sample of all adults or households. The 
cooperation rates achieved on the self-administered forms should 
be compared to the cooperation rates achieved by intensive at-
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tempts to complete personal interviews on this survey, and not to 
some other norm. In general, one woul.d suspect that on an easier 
national study the cooperation rate on the self-administered forms 
would rise as much as 5 or 10 percentage points. 

Orie issue, however, tends to confuse these comparisons. It 
should be noted that NORC's interviewing staff is largely non­
Catholic and that some of the refusal rate on the personal inter­
views may have been due to the fact that interviewers anticipated 
problems because of the nature of the questionnaire. That this 
was a problem found only in the interviewer's mind is demon­
strated by the fact that only three respondents refused to complete 
the survey after they started answering questions. In cases where 
the interviewer is not comfortable with the personal interview 
form, a self-administered version may achieve a cooperation rate 
closer to that obtained by personal interview than would normally 
be the case. 

One final point before closing this discussion. The experiment 
described here involved the personal placing of a self-administered 
form with a respondent after the interviewer completed a personal 
interview in the household. The interviewer who has done her job 
well has established substantial rapport with the household by the 
time she has finished her personal interview, and finds it much 
easier to obtain cooperation on the self-administered form than an 
interviewer who spends only a few minutes in the household be­
fore dropping off a questionnaire. It is not surprising, therefore, 
to note that the cooperation obtained in this study is higher than 
that usually obtained on a leave-pick-up questionnaire, and, of 
course, much higher than could be achieved by mail alone. 

COSTS OF EXPERIMENTAL METHODS 

Table 4.3 shows the total costs and the costs per assigned and 
completed case for each of the three experimental methods. These 
costs are not very far apart; with only an 11 per cent difference 
between the cost per case of the most expensive Method A and 
the least expensive Method B. All three methods cost about $7 .00, 
which is only one-half as much per completed case as the cost of a 
probability sample of equal difficulty. 

As between methods, the more intensive Methods B and C, 



Table 4.3 Costs per Assigned and Completed Cases 

Total 
Summary 

Costs 

Direct interviewing costs $30,396.52 
Personal-Catholic and 

Protestant 
Self-administered-Catholic 

and Protestant 

Total cases assigned 
Personal 
Self-administered 

Total cases completed 
Cost/total cases assigned $ 
Cost/total cases completed 
Cost/ personal cases assigned 
Cost/ personal cases 

completed 

5.44 
7.10 
8.92 

11.60 

N 

3,406 

2,17S 

5,584 
2,620 
1,661 

4,281 

Method A 
(Mail fo NORC) 

Cosfs N 

$10,550.45 

l,135 

726 

1,861 
&73 
537 

1,410 
$ 5.67 

7.48 
9.30 

12.09 

Method B 
(Mail to Interviewer) 

Costs N 

$9,721.48 

l,198 

708 

1,906 
921 
517 

L438 
$ 5.10 

6.76 
8.11 

10.56 

MethodC 
(Interviewer Pick-up) 

Costs N 

$!0,124.59 

1,071 

744 

1.817 
826 
607 

i,433 
$ 5.57 

7,07 
9.44 

12.26 
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which had the interviewer phone or make personal calls on the 
respondent, turned out to be less costly on a completed case basis, 
since cooperation was higher and fewer call-backs were required 
eventually. The results of this experiment suggest that Method C 
is the most useful procedure when considering both cost and co­
operation. Method C, which used call-backs until the completed 
form was obtained or the respondent refused, achieved a substan­
tially higher cooperation rate than either of the other two meth­
ods, while its costs per completed case were only about 5 per cent 
higher than the cheapest Method B. 

The data suggest that call-backs are not only cheaper when 
made early in conjunction with other trips to the segment, but 
that they are also more effective if made before the contact estab­
lished by the interviewer with the household is forgotten. This, 
in turn, suggests one modification in the procedure which will be 
incorporated in a later experiment. If the interviewer does not find 
it convenient to return for the questionnaire in the day or two fol­
lowing the personal interview, or if she finds no one at home, she 
will be instructed to call and encourage the respondent to com­
plete the questionnaire and to make an appointment for picking 
it up. 

The experiment has shown that it is possible to achieve high 
cooperation on self-administered questionnaires left with respon­
dents in a household where a personal interview has been made. 
Costs per completed case are reduced by about one-half as com­
pared to the usual sample if the self-administered forms are con­
sidered as valuable as the personal interviews. Of course, the 
method discussed here is not the only one possible. Lengthening 
the interview, or conducting two personal interviews on the house­
hold (either on the same or on different topics), will also reduce 
the cost. 

Maximum cooperation on self-administered questionnaires is 
achieved by personal placement and follow-ups, after initial rap­
port has been established. The added cost of these follow-ups is 
more than compensated by the increased response. 
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RESPONSE DIFFERENCES BETWEEN PERSONAL 
INTERVIEWS AND SELF-ADMINISTERED 
QUESTIONNAIRES 
Many previous studies have shown that respondents will answer 

some questions differently in a personal interview as compared 
to what they will write on a self-administered questionnaire 
(Hyman, 1954, pp .. 139-45). It is frequently stated that the respon­
dent will give the interviewer the answer he thinks the interviewer 
wishes to hear, or that boosts his ego. This is not always the case, 
however. If the respondent feels very strongly about an issue, or 
if he doesn't know what the most socially acceptable answer is, 
his answers on a personal interview may be identical to those on a 
self-administered form. 

Before combining results from personal interviews and self­
administered forms, it is necessary to compare them to see if they 
differ. This is done in Table 4.4 for forty-four statements. On 
thirty-one of these forty-four statements the differences are less 
than 5 per cent. For the remaining thirteen statements, differences 
range from 5 to 16 per cent. On ten of these thirteen statements, 
as one would expect, the responses to the personal interview ap­
pear to be those which a Catholic respondent would consider 
more socially acceptable when made to a non-Catholic inter­
viewer. For instance, 72 per cent of the Catholics who were 
personally interviewed, but only 62 per cent of the respondents 
on the self-administered form, said that God doesn't really care 
how He is worshipped so long as He is worshipped. Sixty-five per 
cent of personally interviewed Catholics said that a good man can 
earn heaven by his own efforts alone, while only 58 per cent said 
this on the self-administered form. The other three statements, 
for no obvious reasons, are in the reverse order-that is, the more 
socially acceptable answer is given more frequently on the self­
administered form. 

Surprisingly, the largest difference is on the statement, "It 
would be wrong to take considerable time off while working for a 
large company, even though the company would not be hurt by it 
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Table 4.4 Agreement to Statements in Catholic and Protestant 
Personal Interviews and Catholic Self-administered Questionnaires 

Statement 

Personal answers more socially acceprable (differences 
larger than 4 per cent): 

Taken altogether, how would you say things are 
these days-would you say that you are very 
happy or not too happy? (Those answering 
very happy.) 

Even though a person has a hard time making ends 
meet, he should still ·try to give some of his 
money to help the poor 

God doesn't reaJly care how He is worshipped so 
long as He is worshipped 

Negroes shouldn't push themselves where they are 
not wanted 

Have you spent any time by yourself in the past 
few months helping someone who needs help? 

A good man can earn heaven by his own efforts 
alone 

The United States should do more to help the 
poorer nations by building hospitals, schools, 
and homes in these places 

I would strQngly disapprove if a Negro family 
moved next door to me 

A student should be free to make up his own mind 
on what he learns in school 

Two people who are in love do nQt do anything 
wrong when they marry, even though one of 
them has been divorced 

P~rsonal answer.s less socially acceptabif! (differences 
large1 1han 4 per cem ): 

lt would be wrong to take considerable time orr 
while working for a large company, even though 
the company would not be hurt by it at all 

Jt is au right to refuse lo talk to some member of 
the family artcr a disagreement~ especially if the 
argument was the fault of the other 

Rules should never be relaxed because children 
will take advantage of.it 

Not significant (differences smaJ/er 1han 4 per cent): 
There is no definite proof that God exists 
God will punish·the evil for all eternity 
Scicn\":c proves that Christ's resurrection was 

impossible 
Jesus directly handed over the leadership of His 

Church to Peter and the Popes 
SQQks written by communists should not be per­

mitted in pubtic libraries 
Complete abstention from liquor is the best thing 
People who don't believe in God have as much 

right to freedom of speech as anyone else 

Percentage Agreeing 

Catholic 
Personal 

36 

81 

72 

60 

64 

65 

70 

37 

59 

52 

50 

27 

65 

21 
73 

12 

87 

57 
36 

86 

Catholic 
Self-

administered 

23 

74 

62 

68 

52 

58 

63 

43 

54 

47 

6() 

20 

60 

22 
74 

II 

89 

57 
35 

87 

(Table4.4 

Protestant 
Personal 

40 

76 

69 

62 

57 

53 

65 

40 

60 

87 

55 

25 

61 

31 
55 

13 

26 

45 
47 

85 

continued) 
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Table 4.4 Continued 

Statement 

Nol significant {differences smafier than 4 per cent): 
Jewish businessmen are about as honest as other 

businessmen 
Jews have too much power in the United States 
Negroes_ would be satisfied if it were not for a few 

people who stir up trouble 
White people have a right to live: in an all-white 

neighborhood if they want to, .and Negroe~ 
shouJd respect that right 

There is an obligation to work for the end of 
ra.ciat segregation 

It is as important for a child to think for himself 
as to be obedient to his parents 

When parents arc wrong, they should always be 
willing to admit it to their children 

UsuaHy parents are just too busy to explain thC­
rea!ions behind the orders they give their children 

The federal government should give religious 
schools. money to help pay teachers' salaries and 
build new buildings 

The federal government should provide aid for the 
local public schools 

The government is responsible for checking wide~ 
spread unemployment 

.Working men have the. right and duty to join 
unions 

Each country should be y,illing Lo give up some of 
its power so that the U nlted Nations could do a 
better job 

I would try to stop the planned parenthood assoM 
elation from having a meeting in my community 

In the long run 1 war with the c;omrnunists is al­
most certain 

Laws should change with the limes 
IL is not really wrong for an engaged couple to 

have some sexual relations before they are 
married 

A married couple who feel they have _ as many 
children as they want are really not doing any­
thing wrong wh-en the}' use artificial means to 
prevenl conception 

A family shOuld have as many children as possible 
and God will provide for lhcm 

E•en though you find oome people unpleasant, it 
is wrong to try to avoid them , 

A salesman has the right to ex~ggcrate how good 
his product is when a customer is too suspicious 

lt is. all right to ask ao insurance company for 
more money than you deserve after an auto a~­

cident if you think they might .cut your claim 
H \.he government wastes tax money. people don't 

have to be too exa(."t on their income tax. returns 
Have you spent any time wah others in the pas1 

few mo_ntha helping someone who needed help? 

Percentage Agreeing 

Catholic 
Catholic 

Protestant 
Personal 

Self-
Personal 

administered 

80 80 80 
l9 21 19 

52 51 51 

73 ·75 75 

79 81 78 

85 84 88 

83 83 87 

65 66 70 

.73 73 35 

79 78 74 

62 62 61 

78 77 71 

68 68 68 

-26 23 11 

50 46 51 
88 89 90 

12 l2 18 

45 4} 91 

41 37 12 

58 56 59 

24 22 22 

34 33 25 

13 IO IO 

56 59 60 
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at all." Sixty-six per cent of respondents on the self-administered 
form but only 50 per cent of the personally interviewed respon­
dents gave the socially acceptable answer and agreed with this 
statement. 

More understandable is the fact that 36 per cent of personally 
interviewed respondents, but only 23 per cent of respondents on 
the self-administered form, said they were very happy when the 
question was asked, "Taken altogether, how would you say things 
are these days-would you say that you are very happy, pretty 
happy, or not too happy?" Compare these results to Hochstim 
(1962) who, when he asked respondents how they would generally 
rate their health-excellent, good, fair, or poor-found that 44 
per cent of personally interviewed respondents, but only 30 per 
cent of respondents to a mail questionnaire rated their health as 
excellent. 

All in all, these comparisons do not show large differences be­
tween the two methods except on a handful of items, suggesting 
that it will generally be possible to combine the answers from 
personal and self-administered forms. Where there are large dif­
ferences, the self-administered forms seem to give a better mea­
sure of the trne feelings of respondents than do the personal 
interviews, and in analyzing such data the personal interviews 
should be treated cautiously. 
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Son1e New Uses of 
Telephone Methods 
in Survey Research 

The use of telephone interviewing in market and survey re­
search has become a common practice in recent years. The method 
has always had much to recommend it. By eliminating travel, 
costs are substantially reduced and it becomes possible to make 
almost unlimited call-backs if respondents are not home or 
unavailable. 1 In many cases, this reduction in cost is accom­
panied by an increase in quality, since the interviewer is more at 
ease working from the comfort of her home, while the respondent 
is more candid than he would be in a face-to-face interview 
(Hochstim, 1962). 

This chapter describes some additional uses of telephones that 
have proved successful in four recent NORC studies. Two experi­
ments were conducted in which the interviewing was done by 
face-to-face methods, but where appointments were made with 
respondents using the telephone. This eliminated wasted travel 
time to a segment where no respondents were available for inter­
viewing. The other two experiments involved the use of telephones 
to locate and interview samples of respondents who are particu­
larly hard to reach. The first of these samples consisted of physi­
cians who were reached by long-distance telephone, while the 
other sample consisted. of households in which at least one mem­
ber was blind. 

'Sindlinger and Company have an ingenious variation to the procedure of 
making repeated call-backs. Initially, the interviewer makes up to six telephone 
calls to reach a sample number. If the respondent is still not available he is in­
cluded in a later sample until finally he is reached. Each sample consists of new 
numbers and former not-at-homes or not availables. 

58 
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USE OF TELEPHONE CALLS TO MAKE ADVANCE 
APPOINTMENTS 

National Sample of Adolescents 
In the spring of 1962, NORC conducted a large study of adult 

education in the United States. As a follow-up to this study, a 
special study was made of adolescent, adult, and formal educa­
tion. The results of this study have been reported by John John­
stone and Ramon Rivera (1965). 

Since phone numbers had been obtained previously, it was 
possible to split the adolescents into two groups-those who were 
approached directly and those with whom an appointment was 
made by telephone. There was no difference in the cooperation 
rates between the two groups, which in both cases was 81 per cent. 
There were very few actual refusals, but a large number of adoles­
cents were not living at home and were not available for inter­
viewing. They were away at college, in the armed services, or had 
taken a job elsewhere during the summer when .the interviews 
were conducted. 

There was a reduction of about one-fourth in the average num­
ber of calls required to complete an interview where a telephone 
appointment had been made first. An average of l.7 calls/ 
completed case were necessary with the phone appointment, 
while 2.3 calls/completed case were necessary where no appoint­
ment had been made in advance. Table 5.1 shows the detailed 
number of calls for the two groups. This reduction is due to the 
much greater probability of completing an interview on the first 
call if a telephone appointment is made. 

The sample sizes for the two groups are not exactly the same, 
although the initial samples were identical. This is due to the fact 
that about 10 per cent of the group which was selected to receive 
the initial phone call did not have phone numbers available. 

It should be noted that there was very little clustering in the 
sample of teen-agers,· which made it unlikely that more than one 
respondent could be contacted on any visit to a segment. Thus, 
any trip made when the respondent was not available for inter­
viewing was usually wasted. On the other hand, where there is 
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more clustering, it may be possible to interview an alternate re­
spondent if the initial one is not available. 

Happiness Studies in Prince Georges County, Maryland 
Another opportunity to test telephone appointments was pre­

sented when early in 1963 Norman Bradburn and David Caplovitz 
of NORC conducted a large study of mental health related be­
havior which became known as the Happiness Study (Bradburn 
and Caplovitz, 1965). As part of this study, a special sample was 
drawn in Prince Georges County, Maryland, using as its major 
source the street address listing of the area telephones supplied 
by The Chesapeake and Potomac Telephone Company. Since 
phone numbers were available for most selected households, 
interviewers were instructed to make a phone appointment with 
at least 'one household in a segment before travelling to the area. 
Once in the area, they could make additional calls on other se­
lected households. The purpose of these instructions was to 
eliminate those trips to the segment which resulted in no com­
pleted interviews. 

Table 5.1 Number of Calls Required To Complete Interview of 
Teen-agers by Type of Initial Contact (NORC Study of Adult 
Education, 1962), Per Cent 

Number of Calls 
Telephoned Direct Initial 

Required To 
Complete Interview 

for Appointment Contact 

One 61.6 40.5 
Two 24.4 29.3 
Three 6.9 15.2 
Four 2.5 5.8 
Five 2.8 3.6 
Six 0.6 1.7 
Seven 0.6 1.7 
Eight 0.3 OJI 
Nine 0.6 
Ten 0.3 0.8 

Total 100.0 100.0 
N (320) (361) 
Average number of calls 1.69 2.28 
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There has been some feeling among field supervisors that it is 
easier for a respondent to refuse to be interviewed if the request 
for an appointment is made by phone. For this study, interviewers 
were told to ignore phone refusals. That is, if the respondent re­
fused to make an appointment when the interviewer phoned, the 
interviewer made a personal call (or repeated calls) until an inter­
view or a firm refusal was obtained. 

While a controlled experiment in Prince Georges County would 
have been desirable, it was not attempted, since nearly all the 
interviewers used in this study had no previous experience. Thus, 
the experiences in Prince Georges County must be compared to 
those in the other cities where normal methods were used. These 
comparisons are given in Table 5.2 which shows the cooperation 
rates and number of calls in each of the sample locations. 

The major problem in interpreting Table 5.2 is to decide which 
place or places to compare with Prince Georges County. The 
sample of the top ten standard metropolitan areas is perhaps the 
best group for comparison, but it includes New York, Chicago, and 
Los Angeles, where interviewing is especially difficult. The sample 
of Warren, a suburb of Detroit, consists entirely of single-family 
dwelling units, while many Prince Georges County households 
live in large apartments. The lower-class Negro neighborhood in 

Table 5.2 Cooperation Rates and Number of Calls Required by T)ipe 
of Initial Contact (NORC Happiness Study, 1963) 

Cooperation 
Initial Contact 

and Calls 
in Segment by Personal Contact 

Required Phone: Prince Top 10 
Georges County Chicago, Detroit, Warren, 

Metro 
Ill. Mich. Mich. 

Areas ------
Total number of 

cases 1,150 226 2&3 504 384 

Completed number 
of cases 909 165 221 451 328 
Cooperation rate 79.0% 73.0% 78.1% 89.5% 85.4% 

Number of calls/ 
case 2.15 3.33 3.38 3.63 2.65 

R . PG Count;t 
auo: Other areas 1.00 .65 .64 .59 .81 
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Detroit and the white ethnic neighborhood in Chicago are also not 
comparable. The best that can be done is to note that the coopera­
tion rate in Prince Georges was about average for the other areas, 
and that the number of calls per case was reduced 20 to 40 per 
cent, depending on the area used for comparison. 

Having established the usefulness of telephone methods, a con­
trolled experiment was conducted in Prince Georges County on 
the third wave of the Happiness Study. Interviewers were ran­
domly divided into two groups. The experimental group was 
instructed to call for an appointment before making a personal 
visit. It should be remembered that all respondents had already 
cooperated once and were being revisited to observe changes in 
happiness states. The control group were given no special instruc­
tions op how the initial contact should be made, but some of 
them also used phone contacts, since phone numbers were avail­
able from the first wave and most of the control group inter­
viewers had earlier used phone contacts. 

Table 5.3 compares the cooperation rates of the two groups as 
well as the number of calls, number of trips, and total travel time 
required. There were no differences in the cooperation rate, but 
there was a reduction of 10 to 15 per cent in the calls and travel 
time required by the group instructed to make phone appoint­
ments. This difference probably would have been larger if some 
of the interviewers in the control group had not also used tele­
phone contacts. 

Table 5.3 Cooperation Rates, Number of Calls, Number of Trips, and 
Total Travel Time by Type of Initial Contact (NORC Happiness Study­
Wave Ill: Prince Georges County) 

Cooperation, Calls, Trips, 
(1) 

Instructed to 
and Travel Time 

Telephone for 
Appointment 

Total number of cases 690 
Completed number of cases 541 
Cooperation rate 78.4% 

Calls/case 2.17 
Trips/case .90 
Travel time/ case (in minutes) 109 

(2) 
No Special 
Instructions 

576 
452 

78.5% 

2.60 
.95 

124 

Ratio 
(1) 
(2) 

.83 

.95 

.88 
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USE OF TELEPHONE CALLS FOR THE SCREENING 
OF RARE POPULATIONS 
The proportion of blind persons in the population is variously 

estimated as between fourteen and twenty per thousand popula­
tion, depending on the severity of the visual impairment. lt is 
clear that a very large number ol households must be screened 
to obtain sufficient cases for any detailed analysis of the blind. 
A scre.ening based entirely on personal interviews would be very 
expensive, even if only a few minutes were spent in each household .. 

During the winter of 1963, the American Foundation for the 
Blind in collaboration with Western Reserve University under­
took a pilot study of visual impairment in Cleveland. The actual 
sampling and field work for this study were conducted by NORC 
(Josephson a_nd Sussman, 1964). It was decided to use telephone 
screening methods wherever possible and to supplement these 
telephone interviews with a smaller sample of personal interviews 
in households which had no listed telephone. Based on past ex­
perience, we felt that cooperation rates using phone methods 
would be the same as those using face-to-face interviews and that 
costs would be very much lower. The pilot test was designed to 
verify this hypothesis, and it did, as can be seen in Table 5.4. In 
addition, the pilot test was designed to compare the accuracy of 
reporting of visual impairment by phone as compared to other 
procedures. · 

The sampling frame for this study consisted of the 1961 edition 
of the Cleveland Street Address Directory. This directory was 
two years old at the time of the study, but the timing of the pilot 
test made its use necessary. (The new directory was published 
shortly after the study was completed.) Because of the age of the 
directory and the control requirement that families which had 
moved be excluded, there were substantial losses from the initial 
sample due to vacancies and moves. These losses were greater 
among the households without listed telephones, which merely 
means that the poorest households without telephones were more 
likely to move than were average households. 

Similarly, the cooperation rate was lower among households 
without phones, mainly because of the greater difficulty in lo­
cating them. In any event, Table 5.4 indicates that the cooperation 
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rate among the households screened by phone was 83 per cent, 
which is as good, or slightly better, than the cooperation rate 
usually achieved in Cleveland by face-to-face methods. 

Since the costs of phone screening in Cleveland were only one­
third as much as the costs of face-to-face screening, the optimum 
allocation of sampling resources would suggest that the sampling 
rate for unlisted phones should be about 60 per cent (I/ V3) that 
of phone households (Hansen, Hurwitz, and Madow, 1953, pp. 
220-23). Naturally, households without listed phones cannot be 
ignored, since they differ substantially from households with 
phones. 

The pilot test also demonstrated that accurate reporting of 
visual impairment could be obtained over the phone. While it was 
encouraging to note that the rate per thousand population of 
those reported as having serious trouble seeing even when wearing 
glasses was almost identical in the telephone screening and in the 
National Health Survey(19.3 and 19.8, respectively), this could not 
be regarded as conclusive since the samples are by no means iden­
tical. Instead, direct validation of phone results was conducted. 

To check for under-reporting of visual impairment, 174 house­
holds were re-interviewed, providing data on about 550 household 
members. Only one new case of visual impairment was reported in 

Table 5.4 Cooperation Rotes and Costs in Cleveland Pilot Study of 
Visual Impairment 

Cooperation and Costs 

Total original sample 
Vacant or designated house· 

hold moved 

Net sample 
Completed 
Refusal or break-off 
Not home 
Miscellaneous unavail· 

ability (ill, language 
problems, etc.) 

Cost/completed screening 

N 

2,778 

333 

2,445 
2,018 

254 
l 15 

59 

Phone 

Per Cent 

100% 
83 
10 
5 

2 

$1.50 

Face-to-Face 

N Per Cent 

309 

71 

238 
183 
22 
26 

7 

$4.50 

100% 
77 
9 

ll 

3 
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these face-to-face interviews, and even here the impairment was 
not severe, with the individual being reported as able to read a 
newspaper with glasses. Even with this small sample, it seems 
clear that there could have been no substantial under-reporting 
due to the use of phone screening, as compared to face-to-face 
interviews. 

Over-reporting of impairment was similarly checked by the use 
of eye charts with 122 respondents who had been reported as hav­
ing visual impairment. It should be noted that over-reporting is 
not a critical problem, since with a rare population one would 
usually obtain more complete information in a follow-up inter­
view after the screening. 

Generally, the pilot test proved highly successful and plans are 
now being mage for larger studies of the blind, utilizing the tech­
niques developed in Cleveland. 

USE OF LONG-DISTANCE TELEPHONE INTERVIEWING 
WITH PHYSICIANS 

Surveys of physician attitudes on various health issues are often 
difficult and costly because doctors are so busy that they are 
seldom available for interviewing. Doctors are an especially dif­
ficult group to contact, but other occupations, primarily man­
agerial, professional, and sales also present the same problem on 
a lesser scale. Telephone interviews are frequently more conve­
nient for the respondent and the interviewer. 

A demonstration of the usefulness of telephone methods was 
provided recently in a study of New York State physicians con­
ducted by NORC for the Columbia University School of Public 
Health and Administrative Medicine. Telephone interviews aver­
aging an hour and a half in length were completed with 80 per 
cent of the selected sample. While most of the interviews were 
done over the telephone, a small subsample of cases were con­
ducted in person to allow for comparison between the two meth­
ods. The comparison of physician responses has been made by 
Colombotos (1965). He finds that generally the response differ­
ences between the phone and face-to-face method are negligible. 
Where there are any differences, the phone method appears to 



66 
Reducif!g the Cost of Surveys 

obtain responses which are less distorted in the direction of social 
acceptability than are responses obtained in face-to-face inter­
views. This confirms earlier results which suggest that the less 
personal the method, the less the bias toward socially acceptable 
answers. (See Chapter 4.) 

The cost comparisons shown in Table 5.5 indicate that tele­
phone interviewing reduced interviewer costs about 22 per cent in 
New York City and about 26 per cent in Orange County. It should 
be noted, however, that toll charges in other upstate New York 
counties were substantially larger than toll charges in Orange 
County, particularly if the calls originated from New York City. 
It is clear that careful consideration must. be given to telephone 
rate structures before deciding to use long-distance telephones. 

The, major advantage of long-distance phones, however, is the 
ability to do a study quickly without hiring and training a new 
staff of interviewers. In this Upper New York study, the doctors 
were widely scattered. To have cqnducted all interviews face to 
face would have required the hiring and training of new inter-

Table 5.5 Costs per Completed Case for Phone and Personal 
Interviewing 

Costs 

New York City: 
Total cost/case 

Total cases 
Orange County, New York: 

Interviewing costs/case 
Toll costs/case 
Total costs/case 

Total cases 
Other New York counties: 

Interviewing costs/case 
Toll costs/ case 
From .New York City toll 

costs/case 
From other places toll 

costs/case 
Total costs/case 

Total cases 

(1) 
Phone 

$ 8.45 
(34) 

$ 6.65 
5.21 

j 1.86 
(24) 

$ 6.24 
8.93 

12.47 

7.55 
15.17 
(645) 

New York Physicians 

(2) 
Personal 

$10.88 
(37) 

$16.12 

16.12 
(40) 

Ratio 
(1) 
(2) 

.78 

.74 
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viewers, since some of the doctors who fell into the sample lived 
several hundred miles from the nearest interviewer. Hiring. and 
training a new staff adds substantially to the interviewing costs, 
as well as the time required to complete the study. This additional 
time to hire and train, and conduct the interviews face to face 
would not be reflected in the direct interviewing costs, but would 
show up in costs of analysis and overhead charges, and thus in 
the total study costs. 

SUMMARY 
The experiments described in this chapter give additional ex­

amples of the value of telephone methods in the interviewing 
process. The use of telephones to make appointments before in­
terviewing reduced the number of calls required by about 25 per 
cent. Telephone screening for visual impairment cost only one­
third as much as personal screening. Finally, telephone interview­
ing of doctors reduced costs about 25 per cent as compared to 
personal interviewing in New York, and made it possible to sam­
ple a scattered population in upper New York State without 
hiring and training new interviewers. In none of these experi­
ments was there any indication that the telephone results were 
less satisfactory than those obtained from personal interviews. 

The telephone is not always appropriate for survey interview­
ing. Where the study design requires the respondent to be pre­
sented with cards to read or other visual stimuli, personal 
interviewing remains necessary-at least until visual phones be­
come standard in American homes. Meanwhile, telephones re­
main an extremely versatile tool for reducing the cost of surveys 
without affecting quality. 
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Time Allocation of 

Survey Interviewers and 
Other Field Occupations 

INTRODUCTION 

The survey research interviewer and the job that she does 
should be of particular interest to social scientists. The inter­
viewer is the chief collector of the raw data used in social analysis. 
Her work influences both the quality and cost of social research. 
Hyman and others (1954) of the NORC staff have discussed in 
detail the effects of interviewers on the interviewing situation. 
Cost data, however, have not been generally available, but have 
become even more necessary as· survey costs have risen precipi­
tously over the past two decades, largely because of increases in 
interviewing costs. In order to reduce costs, it is necessary to 
recognize how they originate, and this is the first aim of this 
chapter. 

Moreover, the occupational role of the interviewer is of intrin­
sic interest. Interviewers spend most of their time in the field 
under very little supervision. In this respect, they are similar to 
salesmen, social workers, and public health nurses. The pay 
method for interviewers differs from that of the other occupations, 
since interviewers are paid on an hourly basis, while the others 
work for either a fixed salary or commission. This might be ex­
pected to influence the interviewer's shaping of her job. A com­
parison of interviewing with other field occupations is given in 
the second part of this chapter. 

The two parts of this chapter are closely connected, since 
better understanding of· the interviewing role leads to hypotheses 

68 
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about methods for controlling or reducing interviewing costs. 
These will be discussed in the next chapter. 

METHODS OF DATA COLLECTION 

Each of the tables to be presented in this chapter will be de­
scribed in detail, so that the differences in the methods used will 
be clear. In general, the results are based on analysis of time 
sheets submitted either for the special study or routinely. These 
figures are certainly subject to memory or clerical errors by the 
person submitting them, and even the likelihood of deliberate dis­
tortion should not be overlooked. Nevertheless, they appear to be 
of sufficient accuracy for the types of analysis attempted here. 

Somewhat more troublesome is the fact that time records are 
not always kept the same way, so that some of the differences ob­
served may be artifactual. For example, to anticipate the detailed 
discussion below, it is often difficult to separate the actual inter­
view from time spent in the home in introduction and in general 
conversation. 

The nature of the task, and of the organization conducting the 
field work also have an influence on the time allocations. This 
will be discussed when the tables are analyzed, but a discussion of 
individual interviewer differences is left to Chapter 8. Finally, 
however, it should be noted that even with all the possible reasons 
for non-comparability, there do appear to be great similarities 
between survey organizations and between interviewing and other 
field occupations, and it is these similarities, rather than the dif­
ferences, which are the most significant findings presented. 

NATIONAL OPINION RESEARCH CENTER INTERVIEWER 
TIME ALLOCATION 

Table 6.1 presents the actual time and percentage of interviewer 
time spent on various tasks for six NORC studies conducted 
during the period 1958-1964, and for an earlier 194 7 study. Since 
the methods used for obtaining these results were generally similar 
for all studies, they need only be fully described once. The differ­
ences that are observed are due not to different methods of data 
gathering, but to the peculiarities of the particular studies. 

The two main sources of information on time spent by NORC 



Table 6.1 Percentages of Interviewer Time Spent on Various Tasks and Actual Times for Seven NORC Studies 

Percentage of Time Spent 

1947 Actual Times/Interview in Minutes 

Task Probability Samples Block-quota Quota (Study and Clerical Time Is Tatal/Study) 

Study Study Study Study Study Study Study Study Study Study Study Study Study Study 
l 2 3 4 5 6 7 l 2 3 4 5 6 7 

Study 17 8 4 13 12 9 l 47 

704 424 172 199 178 85 
Clerical 8 7 I 2 IO 4 307 366 73 26 150 39 
Editing II II II 13 9 12 39 II 24 23 14 15 
Travel to segment 21 22 2? 17 17 18 74 21 67 29 27 23 
Travel in segment II 19 17 15 14 16 32 40 19 39 27 22 20 35 
Interviewing 32 33. 38 40 38 41 21 114 32 86 70 60 52 23 

Total JOO JOO JOO 100 100 JOO !00 
Total interviews 2,115 15,690 2,563 1,470 1,449 1,688 1,223 
Total 

interviewers 186 295 119 161 160 231 88 
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interviewers are the questionnaire itself and the Interviewer's 
Time Report. At the beginning and end of each questionnaire the 
interviewer records the time so that length of interview is known. 
While interviewers are instructed to enter the times concurrently 
with the interview, there is some indication that there are two 
possible sources of error in these figures; some interviewers re­
cord the times that they enter and leave the house, while some 
interviewers forget to enter the times during the interview and 
fill them in by recall when they edit their questionnaires. In both 
of these cases, the tendency is for the interviewer to overstate the 
length of the interview by including non-interviewing time in the 
household such as waiting and post-interview conversation. In 
addition, this method does not account for any interruptions in 
the middle of an interview. For interviews which average about 
an hour or longer, these errors do not appreciably change the per­
centages shown in Table 6.1, but for short interviews (such as the 
Census Enumeration) these errors could be large. 

The other source of information on interviewer time allocation, 
the Interviewer's Time Report, is the fo.rm routinely used by in­
terviewers to report their time so they can get paid. A copy of this 
form is included in the Appendix (p. 229). The Time Report is 
divided into three sections: travel, interviewing and other time. 
Other time includes study, clerical, and editing time. 

Study time is defined as the time spent by the interviewer in 
reading the instructions and specifications for a study and in doing 
any practice interviews required. It does not include any time 
spent in personal training by a field supervisor or in group ses­
sions. When these personal training sessions are held, the inter­
viewers involved are generally paid a fixed amount. 

Clerical time is time spent filling out forms, including the time 
report, and in sending and receiving mail in connection with a 
study. It includes trips to and from the post office to pick up 
packages or mail completed questionnaires. It may also include 
the mailing of special letters explaining the purposes of a survey 
to respondents, if this is done. 

Editing time is the time spent by the interviewer after the inter­
view to insure that her writing is legible, that no questions have 
been erroneously omitted, and that any ambiguous answers are 
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clarified. There is great variability between interviewers on this 
category, since some interviewers use shorthand during the inter­
view and transcribe later. There is some difficulty in separating 
out editing time from travel time within a segment. Many inter­
viewers do their editing while waiting for the next respondent to 
become available, and thus their time sheets show a combined 
category of editing and waiting. In these cases, the time spent 
editing a questionnaire is estimated from those questionnaires 
of the interviewer which were edited when no waiting time was 
involved. 

Travel to segment is derived from the travel column on the time 
report. It includes time to the segment from the interviewer's 
home and return. It also includes any travel time from one seg­
ment to another. It is generally not too difficult to separate this 
time from the time spent by the interviewer within the segment. 

Travel in segment is defined as all time in a segment not spent 
on the actual interview. Travel in segment includes all waiting 
time, and time in a respondent's home spent in conversation not 
part of the interview, as well as time spent locating the proper 
house in the segment and knocking on doors. Also included here 
is the time the interviewer spends on the telephone making ap­
pointments for interviews. This type of travel time is not always 
directly noted by interviewers filling out the present time sheet. 
It is sometimes included under travel time, sometimes under in­
terviewing time, and sometimes under other time. In coding the 
time reports, cross-checks are made with· questionnaires. If the 
interviewer combines waiting time or other time within the seg­
ment with the interview, the length of the interview as obtained 
from the questionnaire is subtracted from the total time shown 
and the balance is called "travel in segment." Even where the 
interviewer has separated her time, cross-checks still are made to 
the questionnaire to insure that dates and times agree. If not, the 
normal procedure is to adjust the time report to the questionnaire 
since times in the questionnaire were presumably filled out im­
mediately, while the time report is generally filled out later. 
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SPECIAL INTERVIEWER RECORDS 

Segment Call Record 
Because of difficulties encountered with the time report a new 

method of accounting for interviewer time was used on the last 
probability sample study (Study 3) described in Table 6.1. For 
this study, a very much simplified time sheet was used in com­
bination with a segment call record sheet. The two forms are 
included in the Appendix (pp. 230-31). The segment call record, 
which is kept by the interviewer while she is in the segment, re­
cords the times for each of the following steps in the interviewing 
process: travel to and from segment, travel within segment, wait­
ing for respondent, seeking or talking with respondent, and actual 
interviewing. 

Naturally, a cost analysis of interviewer time using this form is 
far easier and more exact than one which uses recall on time rec­
ords. On the other hand, some interviewers found the record 
keeping of this form to be burdensome. Currently, the segment 
call record is being used for those studies where detailed cost 
analyses are required, but is not used routinely. 

Interviewer Log 
The results of the 1947 quota sample shown as Study 7 in Table 

6.1 were based on an interviewer log developed especially for that 
study. Data are not available separately on the amounts of study, 
clerical, editing, and travel time to segments. The analysis of 
the field operations on this study were done by Stephan and 
McCarthy (1958). 

INTERVIEWER TIME ALLOCATION AT THE CENSUS 
BUREAU AND SURVEY RESEARCH CENTER 

1960 Census 
Table 6.2 gives the percentage of enumerator time spent on 

various tasks, both for the 1960 census and the Current Popu­
lation Survey. The figures have been re-worked from the census 
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documents to make them as comparable as possible to the data in 
Table 6.1 Naturally, different methods make full comparability 
impossible. Thus, the training for the 1960 census was done on a 
personal basis, so there is no study item included. The Current 
Population Survey also has no provision for study since this is 
not measured on CPS time sheets. CPS interviewers are paid a 
fixed amount for studying any special instructions sent them. 

The 1960 census results are found in Enumeration Time and 
Cost Study (U. S. Censuses of Population and Housing, 1960, 
1963). During Stage I of the enumeration, information was ob­
tained on five characteristics for each member of the household 
and for ten characteristics of the housing unit. If the household 
had filled in an Advance Census Report form, the enumerator 
transcribed the information from the form to the enumeration 
book; if not, he obtained the responses by questioning the house­
hold member. 

At one-fourth of the housing units, enumerators left additional 
forms to be filled out and mailed. During the Stage II enumera­
tion, the enumerator received all the individual questionnaires 
that were mailed in, and made additional visits or phone calls to 
obtain missing information. 

Information on enumerator activities was obtained by having a 
records clerk accompany randomly selected enumerators and 
record what they did and how long it took. The Census Bureau 

Table 6.2 Percentages of Enumerator Time Spent on Various Tasks, 
1960 Census" and Current Population Surveysb 

1960 Census 
Task 

Stage I Stage II 

Clerical (transcription) 21 38 
Editing (field review) 6 7 
Travel to segment 6 
Travel in segment 30 12 
Interviewing 30 23 
Miscellaneous 7 20 

Total 100 100 

' United StotO• Censuses of Population and Housing 1960 (1963, pp. 27, 32, 36). 
• Bureou of the Census, Mi5cellaneovs Doto Memorandum No. 3 {1958). 

CPS 

20 

35 
14 
31 

100 
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made no attempt to estimate what the effect of the records clerk 
was on the enumerator. Clearly, it led to more accurate recording 
of time than would a time sheet, but it could also have influenced 
the enumerator's work habits. 

Transcription to the various FOSDIC schedules was not mea­
sured in the field, but was estimated by the Census Bureau from 
established standards. In general, this work was done after the 
canvass was completed. Editing time (field review) was defined to 
include the quality control inspection of the enumerator's work 
by a crew leader or field reviewer, the time it took the inter­
viewer to travel to the field review, the time the interviewer 
waited for the reviewer and the time spent on payroll computation. 

Travel time to the segment was an insignificant part of the 
enumerator's task and is not even shown for Stage II. For Stage I 
it averaged seventeen minutes one way or thirty-four minutes 
round trip per average assignment of thirty-two. Thus the average 
travel time to segment per household was about one minute. 

Current Population Survey 
Interviewer allocation of time on the Current Population Sur­

vey is found in Miscellaneous Statistical Data Memorandum 
No. 3 of the Bureau of the Census.1 In general, the definitions used 
there are comparable to those of NORC. The data for the CPS 
are obtained from interviewer time records, which were kept to 
obtain this detailed information. The standard CPS time sheet 
asks only for starting and finishing times each day. 

Survey Research Center 
The data in Table 6.3 are from a paper by Goodman and 

Cannell of the Survey Research Center, University of Michigan 
(n.d.); The data were compiled from detailed time and expense 
reports submitted regularly by interviewers. As at NORC, these 
were the same records that were used to compute the pay an in­
terviewer received. Both surveys were national probability sam­
ples~ with the interview lasting forty-five minutes to an hour. On 
the first study the interviewer took notes and transcribed . these 

'I am grateful to Dean Webber, the author of this memo, for making it avail­
able to me. 
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notes afterwards. On the other survey, answers were written on 
the questionnaire during the interview. 

COMPARISON OF THE VARIOUS NORC STUDIES 
This section will discuss the reasons for the differences in inter­

viewer allocation of time on the various NORC studies. No at­
tempt is made here to examine differences between interviewers 
on the same study. This analysis is left for Chapter 8. 

Table 6.1 suggests that while actual interviewer times vary 
considerably from survey to survey, percentages are more stable. 
Study and editing time would normally be expected to increase 
with the complexity of a study, as would the length of interview. 
Travel time remains fixed with respect to length of interview, but 
is larger for probability samples. Some more specific comments 
on reasons for variability for each task may indicate how the 
nature of the assignment determines interviewer time.allocation. 

Study Time 
Study time for a survey depends mostly on the complexity and· 

length of the specifications. There is a correlation of .94 between 
length of specifications and actual study time required for the six 
studies. Roughly, each page of specifications requires on the 
average about five minutes of study time with an additional fixed 
time of an hour regardless of size. While these figures are crude, 
since they are based on only six studies, they do give some basis 
for suggesting to the interviewers how much time should be 
allocated to studying. 

Table 6.3 Percentages of Interviewer Time Spent on Various Tasks 
on Two Survey Research Center Studies 

Task 

Study, clerical and miscellaneous 
Editing 
Travel to and. in segment 
Interviewing 

Total 

Sourcer Roe Goodman and Chortes F. Connell {n.d.). 

Survey A 

21 
26 
30 
23 

100 

Survey B 

24 

44 
32 

100 
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The size of specifications for the six studies were: 

Study No. 

l 
2 
3 
4 
5 
6 

Clerical Time 

Pages of ·Total Study 
Specifications Time (Minutes) 

118 
97 
42 
14 
14 
7 

704 
424 
172 
199 
178 
85 

Interviewer time spent on clerical tasks can be almost com­
pletely determined by the field department. The variability in the 
clerical times seen in Table 6.1 is due to the different tasks re­
quired of interviewers. For example, on the first study in Table 
6.1, interviewers were required to use stamps to mail packages of 
completed interviews back to the office instead of using business 
reply envelopes which have since become standard. This meant 
frequent trips to the post office to have the packages weighed and 
to buy stamps as well as additional entries on the time sheet. On 
the second and seventh studies clerical time included the filling 
out of special records showing how interviewers spent their time. 

Generally, it is more efficient to have clerical jobs done in a 
central office. This suggests that whenever possible, question­
naire kits and other interviewer material should be assembled 
before mailing, rather than by the interviewer, and that inter­
viewer trips to the post office be avoided by putting stamps on 
mailing envelopes in advance o.r by paying postage when question­
naires are returned. 

If one were only concerned with reducing clerical time, the 
use of detailed logs of interviewer time should be avoided. These 
records are very valuable, however, in the kinds of studies dis­
cussed in this chapter. 

Editing Time 
Editing time is directly related to the length and difficulty of 

the questionnaire. There is no direct measure of this, but the 
length of time required to conduct the interview is a good indica­
tion of this. Editing time is correlated .96 with interviewing time, 
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and generally requires about one-third as much time as does the 
interview for the six NORC studies in Table 6.1 

Travel to and in Segment 
Travel to and in segment depends on the number of trips re­

quired, which is partly a function of the cluster size and call-back 
instructions. Naturally, the location of the interviewing staff in 
relation to the segments is also important, but this is usually 
unchanged from survey to survey. Since travel costs form a large 
part of the total costs of an interview, they will be discussed in 
detail in the next chapter, which will examine the effects of loca­
tion and size of primary sampling unit as well as call-back instruc­
tions and cluster sizes. 

The comparisons between probability samples and quota sam­
ples in Table 6.1 indicate some differences, but the magnitude of 
these differences is smaller than might be expected. For travel in 
segment, there is hardly any difference between the probability 
and quota 'Samples. For travel to segment, quota samples require 
somewhat less time, since call-backs are not required and the 
number of trips is reduced. The quota samples in Studies 4 
through 6 are those which specify the starting address for an 
interviewer and the path she must follow but do not require her to 
return to a dwelling unit if no one is available. In addition, these 
studies all specified the proportion of employed and unemployed 
women to be interviewed, as well as the proportion of men over 
and under thirty years of age. 

In contrast, the 1947 quota sample imposed no geographic lim­
itations, but required the interviewer t,o obtain a specified num­
ber of respondents in each of several rent levels. The high 
proportion of travel time on that study was probably due to the 
fact that the rent quotas used at the time were out of date, re­
quiring a long search by the interviewer to find respondents in 
the lowest rent levels. In addition, the search procedure of inter­
viewers at the time was inefficient, since many tried to fill their 
lower rent levels by searching in higher rent neighborhoods. 

Interviewing 
The length of time spent interviewing depends on the length 
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and complexity of the questionnaire. So far as is known, there is 
no good way to estimate how long it will take to administer a 
questionnaire without actually pretesting it. Table 6.1 shows, 
however, that the percentage of time spent interviewing is fairly 
stable for the first six NORC surveys, varying only from 32 to 41 
per cent. Only for the 1947 quota study does the percentage of 
interviewing time drop to 21 per cent. There are two reasons for 
this: (1) the large percentage of time spent traveling, which was 
discussed above, and (2) even more important, the fact that this 
1947 intervie~ took only about fifteen minutes in contrast to the 
other studies where the interview was three or four times longer. 
It is clear that short interviews of a half-hour. or less result in 
less time spent interviewing, but there is no increase in this per­
centage as interviews get longer than about forty-five minutes. 
The very long interviews make it hard for the interviewer to com­
plete more than a single interview per trip, and this balances the 
increase of the ratfo of interviewing time to travel time per trip. 

COMPARISON OF NORC, CENSUS, AND CPS 
The chief difference between the NORC studies and the CPS 

and census enumeration is the length of interview. The average 
NORC studies in Table 6.1 are about an hour long, while the 
census enumeration was less than ten minutes, and the CPS in­
terviews run about fifteen minutes. This explains why NORC 
interviewers spend slightly more of their time on actual inter­
views. Thus, for the 1960 census, the actual time spent interview­
ing was only 5.4 minutes in Stage I and 2.8 minutes in Stage II. 
With such short interviews, the amounts of time spent in the 
house before and after the interview were large relative to the 
actual interview. If one included all time in the house as inter­
viewing time, then the Stage I percentage of interviewing time 
would be 45 per cent instead of the 30 per cent shown in Table 
6.2, and the Stage II percentage would be 28 per cent instead of 
23 per cent. Perhaps these percentages as well as those in Table 
6.2 should be considered when m,aking comparisons to NORC 
and Survey Research Center result~. 

Of greater significance than the differences are the similarities. 
Note the percentage of time spent interviewing on the CPS, which 
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follows a strict probability sample design as compared to the 
three NORC studies using probability samples. The CPS figure 
of 31 per cent of time spent interviewing is quite close to the three 
NORC percentages of 32 per cent, 33 per cent, and 38 per cent. 
This close agreement between different survey organizations on 
percentage of time spent interviewing is also confirmed by the data 
of the Survey Research Center in Table 6.3. 

It can be seen that for Survey B, which is the more usual type 
of survey, the Survey Research Center percentage of interviewing 
time, 32 per cent, is in good agreement with the CPS figure of 31 
per cent and the NORC percentages of 32 per cent, 33 per cent, 
and 38 per cent. ,for Survey A, if interviewing and editing are 
combined, they account for 49 per cent of the time of Survey 
Research Center interviewers. Similarly on the three NORC prob­
ability sample studies, interviewing and editing combined account 
for 43 per cent, 44 per cent, and 49 per cent of the total time. 

To summarize these results: Although there are substantial 
differences between the requirements for different studies, and 
although different survey organizations have different require­
ments and measure interviewer time allocation in different ways, 
there is a surprising uniformity in the percentage of time which 
interviewers spend on their chief task-interviewing. For proba­
bility samples, it is a safe generalization that interviewers spend 
about one-third of their time interviewing and two-thirds of their 
time on less critical tasks. 

How this compares to other occupations is the subject of the 
next section of this chapter. It will be seen that these results for 
interviewers are remarkably similar to those of other field 
occupations. 

OTHER FIELD OCCUPATIONS: SOURCES OF DATA 

Salesmen 
Tables 6.4 and 6.5 show how salesmen, social workers, proba­

tion officers and public health nurses allocate their time to various 
tasks. Table 6.4 summarizes five different reports on salesmen. 
The data on wholesale drug salesmen is from Davis (1948). The 
time study was conducted by having an observer spend a complete 
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day with a salesman from the time he left his house or hotel in 
the morning until he returned at night. Since Davis felt that the 
work of the salesman would be conditioned by the knowledge that 
he was being timed, the salesman was not told of the time-study. 
Rather the salesman was told that notes were being taken on the 
methods he used for selling, and how effective they were, A total 
of thirty-eight country salesmen and thirty-two city salesmen were 
observed. 

Selling time, which corresponds to interviewing time, included 
promotional selling, dealer assistance, want-book selling, sales 
promotion and collection and adjustment. Travel in is the time in 
the store spent waiting at the start of an interview or if interrupted, 
general conversation and idle time. Travel to includes travel and 
meals. Clerical time is the time spent in writing up orders and 
phoning orders into the wholesale house. 

The second study that deals with oil company salesmen is from 
a study by the Atlantic Refining Company reported in Salesweek 
(1960). Details of how this study, and the other salesmen studies 
in Table 6.4, were conducted are not available. Ordinarily, one 
would not be willing to give much credence to these studies, ex­
cept that they all seem to say about the same thing. The study of 
carpet salesmen is cited by Brown (l 961 ), while the study of mis­
cellaneous salesmen is also in the Salesweek article mentioned 
above. It is ba:sed on a study of 255 salesmen in nineteen different 
fields. The data on steel salesmen are from the personal files of 
Allen Jung of Loyola University (Chicago), who obtained them 
while working in the steel industry.2 

Social Workers 
Table 6.5 shows the time allocation of social workers and public 

health nurses. Three different studies of social work occupations 
show great stability in the percentage of time spent interviewing.3 

The first study deals with probation officers in Contra Costa 
County, California (Contra Costa Probation Department, 1959). 
Individual deputies kept daily logs for a seven-week period, and 

'Personal communication from Allen Jung. 
31 am indebted to Edward Schwartz of the School of Social Service Adminis­

tration, University of Chicago, for bringing this data to my attention and mak­
ing it available to me. 
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the tasks were coded using the following classifications: inter­
viewing included personal and phone contacts with the proba­
tioner; study included conferences with supervisors and with other 
deputies, psychologists, etc.; clerical included all office paper 
work; travel appears to be what would be called travel to segment 

Table 6.4 Percentages of Salesman Time Spent on Various Tasks 

Wt..olesale Drug• 

City Country 
Steele Carpetd Miscellaneous' 

Study 
(preparation) 

Clerical 4 2 
Travel to 33 32 
Travel in 26 25 
Selling 37 41 
Miscellaneous 

Total 100 100 

'Davi• (1948, p. 59). 
~Sa/uw••k (December l2r 1960, p. 13}. 
<Personal communication from Allen Jung. 
d&rown et al. (1961}.. 
~Solesweet {December 12, 1960, pp." 12-13). 

37 
16 
45 

2 

100 

6 

{n 
22 

100 

40 
60 

100 

19 

45 
36 

100 

Table 6.5 Percentages of Time Spent on Various Tasks by Social 
Workers and Public Health Nurses 

Social Workers 

Task Probation 
Foster 

Officers a Home 
Placement" 

Study 
(conference) 9 13 

Clerical (rec-
ord keeping) 22 24 

Travel 15 16 
Interviewing 

(in-home care) 39 38 
Miscellaneous 15 9 

Total 100 100 

"Contra Cotta County Probation Deportment { 1959). 
•Jewish Child Care Association of New York (1952). 
'Department c:>f Social Welfare, State of Californio (1956). 

Independent 
Adoption 

c 

24 

20 
21 

35 

100 

"Department of Public Heahh Nursing, Notional league for Nursing (1956)._ 
'Akin (1962, pp. 544--46). 

Public Health Nurses 

Nationald Georgia' 

2 

23 13 
20 32 

54 55 
I 

100 100 
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by interviewers; and miscellaneous most closely corresponds to 
travel in segment for interviewers. The probation officers are the 
only male group of social workers in Table 6.5, but they are no 
different than the other two groups. 

The second study concerns thirty-seven caseworkers of the 
Jewish Child Care Association of New York (1952). They kept 
tally sheets for twelve working days recording meetings and con­
ferences, telephoning, paper work, dictation, and travel. The 
actual interviews and record reading in preparation for them were 
not recorded separately, but were obtained by subtraction. Thus, 
there is no way to separate out interviewing time from what we 
would call study time. In Table 6.6, conference time is treated as 
study time. Dictation and clerical work are both included under 
clerical, although dictation from notes, which accounts for 13.5 
per cent of the total time worked, could correspond to editing 
shorthand questionnaires for interviewers. The 9 per cent of the 
time spent on the telephone was classified as miscellaneous, al­
though it might also be compared to the interviewer's travel time 
in segment, since it involved making appointments for visits. 

The final study by the Bureau of Management Analysis of the 
State of California Department of Social Welfare concerns inde­
pendent adoptions caseworkers (Department of Social Welfare, 
State of California, 1956). It is based on returns of a question­
naire to seven agencies asking them to estimate time spent on 
various tasks. Since adoption is a complicated process, each of 

Table 6.6 Comparison of Percentages of Time Spent Interviewing, 
Traveling, and in Other Tasks by Survey Interviewers and Other 
Field Occupations 

Occupation 

Interviewers: 
NORC 

Probability samples 
Block-quota samples 

Census 
Current Population Survey 
Survey Research Center 

Salesmen 
Social workers 
Public health nurses 

Interviewing Traveling 

34 
40 
26 
31 
28 
37 
39 
55 

40 
32 
24 
49 
37 
52 
17 
26 

Other 

26 
28 
50 
20 
35 
11 
44 
19 

Total 

100 
100 
100 
100 
100 
100 
100 
100 
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the items in Table 6.5 is the sum of many individual steps. The 
study and editing tasks are combined because the record of one 
step becomes the material to be studied for the next; dictation, 
however, is classified as a clerical task. 

Study time includes prepetition activity, preliminary steps, 
review of case material after interviews, and conferences with 
supervisors, attorneys and other professionals. Clerical includes 
all dictation and preparation of files. Interviewing includes inter­
views with the adopting parents, the natural parents, the child, 
and with other family members if needed. Travel time includes 
actual time spent traveling and time spent telephoning to arrange 
for appointments. 

Public Health Nurses 
Two studies are available on how public health nurses spend 

their time. The first study is by far the more comprehensive one 
(Department of Public Health Nursing, National League for 
Nursing, 1956). It is a nationwide study of eleven public health 
nursing agencies conducted by the Department of Public Health 
Nursing of the National League for Nursing. Each agency did 
two analyses five years apart, using special forms kept by the 
nurses. Although no averaging is done in the report, the figures 
in Table 6.5 are the simple averages of the twenty-two numbers. 
Total home visiting time is divided into three parts: actual time 
in the home, travel time, and preparation or post-activity. Staff 
education is classified as study time, while community activities 
are put into miscellaneous. 

The second study is from Nursing Outlook and presents infor­
mation on a study of Georgia Public Health Nurses (Akin, 1962). 
One hundred and eight nurses in five local health departments 
kept daily time records for one week. For the visiting nurses, 
time was divided into actual time in the home, travel time, and 
preparation and post-activity. 

TIME ALLOCATION 

Salesmen 
Table 6.4 shows that about 37 per cent of a salesman's time is 
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spent in actual selling, with only small vanation around this 
average. Only the steel salesmen are substantially below average, 
and while it is not clear why this is the case, it may be due to the 
fact that their customers are more widely separated. 

What is surprising is that salesmen do not appear to be much 
different from survey interviewers in the way in which they 
allocate their time. This would suggest that method of payment 
(commission vs. hourly rate) probably does not have a very large 
effect on the percentage of time either interviewers or salesmen 
spend on their main task. The difference of five percentage points 
between the time spent selling and the time spent interviewing is 
probably a maximum estimate of the effects of changing the com­
pensation system for survey interviewers. 

Social Workers 
The time spent in interviewing on all three social work occupa­

tions averages 37 per cent and varies only from 35 to 39 per cent. 
It is also striking to note that this is exactly the same average 
percentage of time spent selling by salesmen, and is very close to 
the percentage of time spent interviewing by survey interviewers. 
Before speculating as to why these percentages are so close, data 
will be presented for public health nurses who show a sharply 
different pattern . 

. Public Health Nurses 
Public health nurses spend a substantially greater part of their 

time on in~home care (which corresponds to interviewing or sell­
ing) than do any of the other occupations studied. 

It can be seen that nurses spend better than half their time 
(54-55 per cent) in their chief function as compared to the other 
occupations which average about one-third time. Table 6.6 pro­
vides a concise summary of the results of the earlier tables. Cer­
tainly one is led to speculate as to reasons why interviewing, 
selling, and social work show such strong similarities, and why 
nursing differs. These speculations are presented in the final 
section. 

SIMILARITIES IN VARIOUS FIELD OCCUPATIONS 

In considering why interviewing, selling, and social work show 
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such similar patterns, certain reasons can probably be rejected. 
It might be argued that the agreement is coincidental, but this 
seems extremely unlikely, given the fact that twenty different 
studies are compared. While the argument that this is a chance 
occurrence can never be fully discarded, there does appear to be 
a reason that has a more rational appeal. 

Since there is some ambiguity in the data for all these studies, 
it might be thought that this agreement is artifactual-that the 
summarization of the data was done in such a way as to bring 
them into line with a preconceived hypothesis. This does not seem 
to be the case. The greatest ambiguity in the data are in categories 
other than interviewing. While there is often a question as to 
whether something should be classified as study, clerical, or mis­
cellaneous it is generally easy to separate the actual interviewing 
or selling from travel or waiting time in the reports analyzed, 
although this does not insure the initial accuracy of these reports. 
In addition, the results shown above differed substantially from 
the initial hypotheses. Prior to data collection, it was felt that 
there would be real differences between interviewers, social 
workers, and salesmen. Using a monetary reward framework, it 
was felt that salesmen would spend the most time in actual selling, 
since their commissions depended on the number of contacts they 
made, while interviewers would spend the least time in actual in­
terviewing, since the longer it took them in non-interviewing ac­
tivities such as travel and study, the more they received. Clearly, 
this indicates that method of payment is not the reason for the 
similarities. 

Nor does it seem likely that the characteristics of the persons 
in these occupations are enough alike to cause these similarities. 
Sex is not important since interviewers are mostly women, sales­
men are men, and social workers are both (at least, in this anal­
ysis). Education is not an important variable since social workers 
generally have some graduate work, interviewers some college, 
and salesmen are generally high school graduates (Davis, 1948, 
pp. 41-53). Neither age nor family status are identical-interview­
ers tend to be middle-aged women with children in or through 
with school, while social workers tend to be younger. 

The reason for the similarities seems to lie in the job situation 
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itself. The three occupations-interviewing, selling, and social 
work-are all highly stressful in their most crucial component­
the personal contact with the respondent. The interview has gen­
erally been arranged at the request of the interviewer rather than 
the respondent, and there is always the possibility of a slammed 
door or a curt refusal. Even when the interview has started, the 
interviewer is always conscious of the effort to keep it flowing 
smoothly to a successful conclusion. The process can be so wear­
ing emotionally that the interviewer needs time to recuperate, and 
so other activities are included as part of the job, be they traveling, 
waiting, studying or clerical tasks. 

It may be argued that social workers are not in the same fix as 
are interviewers and salespeople, but for the three examples given 
in this chapter there do appear to be real reasons for tension be­
tween the social worker and the respondent, and the social work­
ers have come to expect this tension. The data on the visiting 
nurses seem to confirm this conclusion by contrast. The visiting 
nurse is almost always invited into the home to give medical care, 
and does not expect to overcome any resistance in getting into a 
home or during the treatment. Since there is less stress on her, 
she is able to spend a larger part of her time in the home. 

If this is a valid conclusion, it has this consequence: lt suggests 
that manipulation of compensation or of details of the job would 
have very little effect on the percentage of time which the inter­
viewer spent on the interview. The only way to increase time spent 
interviewing would be to reduce tension, but this may not be pos­
sible. It may be that certain individuals are less sensitive to this 
tension, and are thus able to spend greater parts of their time on 
the actual interview. These people may not make the best inter­
viewers, however, since this lack of sensitivity could result in 
more interviews of lower quality. 

This analysis is not intended to suggest that each day will be 
allocated the same way by workers in field occupations. Some 
days may be spent entirely in interviewing, while on other days no 
interviews may be conducted. It is suggestive, however, that a 
majority of NORC interviewers never spend more than four hours 
per day interviewing, either on probability or quota sample 
studies. 
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FURTHER RESEARCH SUGGESTED 
The generalizations presented above suggest several areas of 

additional study. It is not clear what part of the tensions are due 
to the efforts required to keep the interview going, and what part 
to the initiation of the interview with a possibly unwilling respon­
dent. It should be possible to obtain records or devise experi­
ments where appointments have been made for the interviewer. If 
interviewer time allocation did not then change, one would con­
clude that the tensions were primarily due to interpersonal 
contact. On the other hand, there are cases that require an initial 
contact with a respondent, but no additional interactions. Such 
tasks as store auditing and leave-and-pick-up questionnaires are 
examples. Again one would look for changes in interviewer time 
allocation as indicating effects of interpersonal contacts. 

It would be extremely useful to obtain data on other occupa­
tions where a great deal of interpersonal contact is required, but 
where the meetings are not initiated by the interviewer. Thus, 
employment interviewers, sales clerks, and school teachers come 
to mind as groups worth investigating. The time allocation of 
people in occupations with little interpersonal contacts, such as 
scientists and engineers, would also be illuminating. 



INTRODUCTION 

7 
The Control of 

Interviewing Costs 

There has been a continuing sharp dialogue between survey 
organizations and survey interviewers about the cost of inter­
viewing. Most survey organizations bemoan the steady increase 
in the cost of field work, while interviewers complain that the 
increase ha.s not been rapid enough. What is clear is that inter­
viewing costs have, in general, not been subject to meaningful 
controls, so that there is no sensible way to analyze the cost 
argument. The purpose of this chapter is to suggest methods for 
controlling field expenditures. These controls do not insure the 
reduction of field costs, although they increase the probability 
of such cost reductions. The purpose of controls is to insure that 
interviewers are paid in a way that seems rational both to them 
and to the survey organization. 

The current pay method, in almost universal use, is to pay the 
interviewer at an hourly rate for all the hours she spends, includ­
ing portal-to-portal pay. Since the interviewer is not under super­
vision, this is indeed a unique method of payment. Other field 
workers such as mailmen, social workers, or: public health nurses 
work on a salary, or, if salesmen, on a combination of salary and 
commissions. Hourly workers are generally under tight supervi­
sion and control through supervisors and time clocks. 

The origin of the current pay procedure goes back to the early 
days of survey research when geographically uncontrolled quota 
sampling was the sampling method used. Survey organizations 
that wanted their interviewers to cover wide areas of the city 
rather than to do alt their interviews in a small area near their 
homes found that paying interviewers by the hour and paying 

89 
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travel expenses encouraged them to travel more. Of course, the 
uncontrolled nature of the sampling made any method that paid 
on a per case basis unsatisfactory to the interviewer. 

There was the additional problem of interviewer cheating. It 
was feared that payment on a per case basis would encourage in­
terviewers to invent results or at the least would lead to sloppy 
work. 

The gradual shift to area probability sampling caused no major 
changes in the pay method since it had become so well established, 
and since interviewers claimed that there was still much uncer­
tainty in finding a respondent home for any given call. During 
this period, the control of interviewer time sheets generally con­
sisted of checking theinterviewer's arithmetic. Some of the more 
rigorous field organizations had a home office supervisor check 
the time sheets for unusual entries, but as work load increased 
this was one of the first checks that was dropped. 

Although the pay method described above has been in almost 
universal use for more than thirty years, some major problems 
are connected with it: 

l. The current procedure tends to reward the least experienced and 
least efficient interviewers who spend the greatest amount of time search­
ing for respondents. 

2. The interviewer is faced with the constant temptation to pad her 
time sheet since neither she nor anyone else knows how long it should 
take her to complete an assignment. 

3. Internally, there is no good way to estimate the field costs of new 
studies in advance, and it is frequently noted that field estimates are too 
low as compared to actual costs. 

4. Checking of time sheet records is in itself a long costly operation 
that generally accomplishes very little. 

To summarize, the lack of controls of interviewer costs leads to 
reduced efficiency both among interviewers and in the internal 
supervision of interviewers. It makes it difficult to plan new sur­
veys and run a tight survey ship. 
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ESTABLISHMENT OF CONTROLS BY THE BUREAU 
OF THE CENSUS 

The Bureau of the Census has been a pioneer in the develop­
ment of controls for field work, just as it has pioneered in many 
other survey research areas. In 1956 the Bureau recognized the 
need for such controls and the possibility of building them for 
repetitive studies such as the Current Population Surveys. Later 
this program was expanded, with only minor changes, to the Na­
tional Health Survey and the surveys of retail establishments for 
the Census Current Business Reports. Primarily responsible for 
this work have been Jack Silver and Dean Webber of the Field 
Methods Research Branch.1 

Since the census procedures have not been previously pub­
lished, it seems worthwhile to discuss them in detail, using the 
Current Population Survey as a specific example. The basic pro­
cedure used is the analysis of the various parts of the enumerator's 
job and the establishment of standards for each of these parts 
based on past experience. The standards depend on the size of 
the PSU in which the enumerator works and the distance from her 
home to the sample segments. 

Consider, first, time spent enumerating. The standard may be 
expressed as: 

where T. is the standard time allowed for enumerating, 
H = the number of households completed by personal interview, 

'The following memoranda, all within the Bureau of the Census, Department of 
Commerce, describe the production standards programs for enumerators: Pro­
posed Model for Controlling the Cost of Enumeration in Field Surveys (July 27, 
1956); General .Administrative Memorandum No. 48, A Revised Procedure for 
Computing Production Standards for Field Offices and Individual Enumerators 
(October 8, 1956); Proposed Model for Controlling the Cost of CCBR Enumer­
ation (December 11, 1957); Proposed Models for Controlling the Cost of NHS 
Enumeration (April 15, 1958); General Administrative Memorandum No. 70, 
Procedure for Computing Performance Ratios for National Health Survey Inter­
viewers (May 28, 1958); General Administrative Memorandum No. 71, A Revised 
Procedure for Computing CCBR Performance Ratios for Field Offices and 
Individual Enumerators (June 3, 1958); Proposed Model for Controlling the Cost 
of QHS Enumeration (June 11, 1963); and Production St'andards Memorandum 
No. 8, Procedure for Computing Production Ratios for QHS Interviewers (June 
18, 1963). 
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T =the number of households completed by telephone interview, 
B = the number of dwelling units for which no interview is 

required, 
L = the number of segments prelisted or brought up to date, and 

where t1 I= in-segment time per completed personal interview other than 
travel time, 

t2 = time per completed telephone interview, 
ta = time per dwelling unit where no interview is required, 
t, = time per segment prelisted or brought up to date, and 
t~ = handling time per completed interview-time spent at home 

on clerical tasks related to the schedule~. 
The values for the standards by PSU size are shown in Table 

7.1. These were the original 1956 values hased on detailed time 
records and may have since been revised by later field experience. 

Next, to this time must be added travel time to, between, and 
within the segment. Travel time standards depend on number of 
trips required per segment, speed, and distance from the inter­
viewer's home to the segment. The formula is expressed as: 

Tb =(Ai S - ~)d1r1 + 2 ~ d2r2 + X1 S dar3, 

where T; ~ total travel time, 
A1 = number of segment visits per segment, 
A2 = average number of households completed per round trip, 
H "" number of households completed by personal interview, 
d, = average distance between segments, 
d2 =average distance from enumerator's home to a segment, 
da = average distance travelled within segments, 
r1 = average time per mile between segments, 
r2 = average time per mile to and from home, 
ra average time per mile within segments, and 
S = number of segments visited personally. 

The various values for the parameters are also shown in Table 
7.1. Taken in order, the three terms of the formula are (1) time 
spent travelling from one enumeration segment to another, includ­
ing call-backs and excluding travel to and from home; (2) time 
spent travelling to and from home; and (3) time spent in a car 
travelling within enumeration segments. (All travel from door to 
door on foot is included in tr.) 
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From these rather formidable-appearing formulas it is possible 
to develop easy computational procedures that depend only on the 
size of the PSU and the distance that the interviewer lives from 
the segment. 

To see how the formula would work in practice, consider an 
enumerator who was assigned sixty households in four segments 
and, in addition, was assigned one segment for prelisting. From 
his map it is found that the average distance (d2) between his 
home and any segment is fifteen miles, and that the average dis-

Table 7.1 Basic Unit Allowances for CPS Enumeration by PSU 
Group a 

Line Type of 
Allowance by 

No. 
Workload Unit 

Allowance 
PSU Group 

2 3 4 

Households completed by: 
I Personal interview minutes 14.8 12.6 12.2 10.l 
2 Telephone 

interview minutes 9.1 9.4 8.9 9.9 
Type Bnon-

interview minutes 5 4 4 
Allowancejorauto travel: 

4 Between enumera· 
tion segments, 
per mile minutes 3.5 3.1 2.4 2.2 

5 Between segment 
and home, per 
mile minutes 2.9 2.1 2.0 1.8 

6 Within enumera-
tion segments, 
per segment mi11utes LO 2.7 7.8 18.0 

7 Segments listed or 
brought up to 
date minutes 17 22 27 43 

8 Homework time 
per completed 
interview minutes 6.7 7.2 7.7 5.6 

9 Call-back rate (vis-
its per enumer-
ation segment) visits 1.56 1.56 1.56 1.56 

10 Round trips from 
home' trips H/8 H/IO H/9 H/11 

"C.PS in the Census Population Survey; PSU is 'the Primary Sampling Unit. 
hTotol households completed by personal interview (H) divided by overage number tompleted per round trip. 
Source: General Administrative Memorandum No. 48, Bureau of the Census (Oclober 8, 1956). 
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tance between segments (d1) is ten miles. If the enumerator closed 
out his CPS assignment with fifty-five completed personal inter­
views, two telephone completions and one Type B non-interview, 
his allowance could be computed directly from the foregoing 
formula by making substitutions as follows: 

Travel: (l.56 x 2.2 x 4 x IO.I) (ii x 2.2 x IO.I)+ (2 ~ 155 )x l.8 

x 15 + (l.56 x 18 x 4) = 137 - 110 + 270 + 112 409 minutes, 

enumeration: (10.l x 55) + (9.9 x 2) + (4 x I)+ 5.6(55 + 2) + (43 x I) 
= 556 + 20 + 4 + 319 + 43 = 942 minutes, 

so that the total allowance would be: 409 + 942 1,351 minutes. 

There is, of course, the danger that the introduction of produc­
tion standards could cause a drop in quality of interviewing or an 
increase in the non-interview rate. As in their other programs 
having production standards, the Census Bureau evaluates inter­
viewers on the basis of their quality of interviewing as well as on 
their meeting of production standards. The introduction of stan­
dards reduced total interviewing costs of the Current Population 
Survey about 10 per cent with no decline in the quality of inter­
viewing. The major change in the behavior of enumerators was the 
use of more efficient travel patterns. 

Currently, enumerators whose costs are 80 per cent or less of 
standard receive a bonus for their efficiency, while enumerators 
who are substantially above standard are subject to firing. In 
practice, very few enumerators have been fired, but some have 
resigned because they found themselves unable to meet standards. 
The Census Bureau believes that the introduction of standards 
weeds out the least efficient interviewers and, even more impor­
tant, provides a guide for improving overall efficiency. 

ESTABLISHMENT OF FORMULA PAY METHOD 
AT NORC 
The same general method for establishing standards has been 

used at NORC with modifications for the variation in the length 
of time required to complete the interviewing on different surveys. 
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Travel time to the segment and in the segment remain constant 
for an interviewer from survey to survey. The time required for 
interviewing, editing, clerical operations, and study time is deter­
mined from the pretest results. In some ways, the formula is sim­
pler than the Census Bureau formula since it ignores interviewer 
travel between segments and treats all travel time within segments 
as constant. 

For regular probability samples with call-backs, the formula for 
all time except travel time is: 

T. S + C + nl, 

where T. = total time except travel, 
S = fixed study time, which depends on length of interview and is 

determined by the pretest results, 
C fixed clerical time, which is determined on the basis of the 

clerical tasks associated with a particular study, 
I = average length of time per interview based on pretest, and 
n = number of completed cases. 

Travel time standards are:. 

Tb = rHN + .75N, 

where Tb = travel time to and within segment, 
H = one-way travel time to the segment from the interviewer's 

home. (This information was obtained on a special questionnaire for all 
interviewers, along with actual distances for payment of mileage allow­
ances. A copy of the questionnaire is included in the Appendix (p. 232). 

N = total assigned cases, and 
r = number of one-way frips to the segment from the interviewer's 

home. 

The values of robtained from several NORC studies are: 

r = 1.5 in non-rural PSU's, 
r = 1.3 in rural PSU's. 

Thus, the first term of To is the allocation for travel time to seg­
ment. The second is the term for travel time in segment. Again, 
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based on NORC experience, an average of three-quarters of an 
hour per case has been allocated for locating respondents. For 
probability samples with quotas where no call-backs are required, 
the non-travel costs are computed just as before. The travel time 
standard is now: 

Tq = 6Hs + s, 

where Tq travel time for probability samples with quotas. H is, as be­
fore, the one-way travel time to the segment from the interv.iewer's home, 
ands is the number of segments in which interviewing is done. 

Since a typical segment in a quota sample has seven or eight 
cases, it can be seen that the per case standards for this type of 
sample are about half of the corresponding standards for a sample 
with call-backs. 

USE OF FORMULA PAY METHOD 
The formula pay method has had three distinctly different ap­

plications at NORC. The first application has been in the field 
department where it has been used to decide whom to assign to a 
given study. All else being equal, it seems reasonable to assign the 
interviewer nearest the segment, since she should be able to com- . 
plete the assignment in the least time at the lowest cost. Prior to 
the collection of information from interviewers on time required 
to travel to a segment, the home office supervisors making the 
assignment did not generally use this as one of the selection cri­
teria, since the information was not readily available. 

A second use for the formula pay method has been in the classi­
fication of interviewers as above or below average in their costs. 
This classification becomes the basis for a study of the relation 
between interviewer costs and characteristics which is described in 
Chapter 8. 

Finally, and most importantly, the formula pay method has 
been used on an experimental basis as a method of payment of 
interviewers. The major advantage of using such a payment meth­
od is that it eliminates the need for checking interviewer time 
sheets for most interviewers. The standards have been set so that, 
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on the average, interviewers earn just what they did before with, 
however, the more efficient interviewers earning more than they 
did before, while the less efficient interviewers earn less. 

for the experiment, interviewers were told about the formula 
pay method and given the choice of participating or using the 
regular time sheet. The letter sent to interviewers describing the ex­
periment is included in the Appendix (pp. 233-34). Of the one hun­
dred interviewers who were given the choice, eighty-four agreed 
to try and were paid by the formula pay method, while sixteen 
were paid using the regular pay procedure. For control purposes, 
only half the interviewers were included in the experiment. The 
remaining hundred interviewers were not told about the new pay 
method; but were paid in the usual way. 

Table 7 .2 gives the direct field costs for interviewers paid by 
the formula pay method as compared to the regular time sheet 
method. It can be seen that the differences between interviewers 
paid by the formula pay method and the control group are not 
significant, but that those interviewers who chose not to try the 
new pay method are significantly higher. Some of this may be due 
to the particularly difficult segments in which they were to con­
duct their interviews, while the rest is due to their inefficient travel 
patterns. Following the principle of management by exception, the 
formula pay method makes it possible to check thoroughly those 

Table 7.2 Average Co~t per NORC Interview by Method of Payment 
and Size of Pla.ce 

Formula Regular Regular 

Size of Place Total Pay Refused To Control 
Method Try F.P.M. Group 

All places $6.76 $6.60 $8.68 $6.56 
N-nurnber of 

interviewers (200) (84) (16) (100) 
10 Largest SMSA's 7.72 6.99 9.36 7.63 

N (48) ( 17) (8) (23) 
Other SMSA's 6.41 6A8 8.04 6.10 

N (84) (33) (6) (45) 
Non-metro counties 6.73 6.46 6.49 7.12 

N (29) (I 7) (I) (11) 
Rural counties 6.36 6.61 9.45 6.02 

N (39) ( 17) (I) (21) 
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interviewers who present special problems while most interviewers 
are paid with no further fuss. 

The results of Table 7.2 are in very close agreement with costs 
of other NORC quota samples (see Chapter 2). The conclusion is 
that the standards that have been developed do give an accurate 
picture of the interviewing task. 

Interviewer reaction to the experiment has been highly favor­
able. A brief questionnaire was sent to the interviewers who par­
ticipated in the experiment asking for their reactions. Most 
interviewers expressed satisfaction with the method, willingness to 
try it again, and relief at not being required to fill out time sheets. 
Table 7.3 summarizes the results of the questionnaire. Given the 
usual reluctance of most of us toward changes in routine, these 
results are most encouraging. 

SUMMARY 
The formula pay method as used at NORC gives every indica­

tion of providing needed control of interviewing costs: 

Table 7.3 Interviewer Reactions to.New Formula Pay Method 
(Number of Interviewers) 

I. Would you be interested in participating again in a pay method experiment such 
as the Formula Pay Method? 
Y~ n 
No 2 

2 .. What was your personal reaction to the Formula Pay Method? Did it work well 
for you or not? 

It worked well for me 73 
Did not work well 6 

3. If you had a choice on future block sample(quota) studies, would you prefer to 
be paid by the Formula Pay Method, by time sheet, or doesn't it matter to 
you? 

Formula Pay Method 52 
Time sheet 3 
Doesn't matter 10 
Not sure yet 14 

4. Which of the following statements comes closest lo how you feel about filling 
out time and expense sheets? 

I like to do it 3 
I don't like to do it, but I don't mind 35 
It's one part of the job I don't care for, but I do it because 

I have to 29 
It's the worst part of the job and I was glad not to have to· 

do it 12 
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1. It eliminates the long, costly job of routinely checking inter­
viewer time sheets and makes it possible to concentrate on unusual 
situations. 

2. It enables the interviewer to know in advance how much she 
will make on a given study, and at the same time makes it possible 
for the field department to estimate in advance the total direct 
field costs of new studies. 

3. It rewards efficient interviewers and tends to discourage the 
less efficient interviewers. In the long run, it should lead to a field 
staff composed of the most efficient interviewers. 
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Cost and Quality of 

I nterview.ers 

INTRODUCTION 

The selection of the proper person for a specific job is a critical 
part of any administrator's function. This is also true for field 
supervisors who must select interviewers. The initial hiring and 
training costs are high, and the supervisor is always trying to se­
lect applicants who will do high quality interviewing at reasonable 
costs and who will not need to be replaced in a short time. The 
results of the last two chapters suggest that the proper selection 
of interviewers is more likely to reduce survey costs than are 
procedures that attempt to manipulate the interviewers' time 
schedules. 

This chapter presents some results that should eventually en­
able the field supervisor to improve her selection procedures. It 
is certainly not the intent of this research that the selection of 
interviewers ever become an objective process based on a pencil­
and-paper test. The chief ability required by an interviewer is her 
ability to interact with other people. The sensitive field super­
visor can best judge this characteristic during the personal inter­
view and training period. As in other areas of survey research, 
however, a folklore has arisen about the qualities needed by a 
good interviewer. Some of the results of this chapter confirm 
this folklore, butthere are several results that contradict the com­
mon beliefs. Our results are preliminary and need much more 
testing before they can be considered reliable. Still, they may 
be useful to field supervisors, particularly if used to modify 
earlier beliefs that automatically reject applicants with certain 
characteristics. 

An example may be useful. Some supervisors avoid hiring 
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interviewers with too much education or intelligence because they 
believe that these interviewers will have difficulty establishing 
rapport with lower-class respondents. Our results indicate, how~ 
ewer, that the most highly intelligent and educated interviewers 
are most likely to be high quality, low cost interviewers. This does 
notmean that no person with less than a college degree should 
ever be hired. In some areas, the only available interviewers may 
have only a high school education, and some of these applicants 
will do quite well. What it does mean is that applicants with 
graduate training should not be automatically rejected. 

Three different (but not completely independent) measures of 
interviewer performance are discussed in this chapter-quality, 
cost, and length of service. A full description of how these mea­
sures were obtained is given below. In addition, we present the 
results of a detailed questionnaire which was returned by four 
hundred female NORC interviewers. The questionnaire, which is 
given in the Appendix, is mainly concerned with non-demographic 
personality characteristics and attitudes related to interviewing 
performance. In the following sections, we group these charac­
teristics into these categories: 

Education and intelligence 
Need achievement 
Career orientation 
Attitudes toward interviewing and interviewing activities 
Previous experience and knowledge of other interviewers 
Family responsibilities 
Efficiency and self-sufficiency 
Activities enjoyed 
Political party preferences 
Machiavellian attitudes 
Self-perception of quality-cost behavior 
Some variables that don't work 

To reduce the possibility that we are merely observing chance 
relations, individual items are generally combined into indexes. 
These indexes are formed in two ways. Some, such as the Machia­
vellian scale, were built directly into the questionnaire. In the 
more usual case, such as the Activities Enjoyed Index, the ques-



102 
Reducing the Cost of Surveys 

tion asked about sixteen activities, of which half were correlated 
with each other using as a lower bound a product-moment corre­
lation of .15. These items were then combined to form the index. 
Note that, in general, the relation between any index and the 
dependent variables-cost, quality, and length of service-will 
be smaller but more stable than the relation between the depen­
dent variables and the single items most highly related to them. 

Finally, we combine indexes using regression methods to sum­
marize our findings and to estimate how well the combined 
variables explain performance. The sample, based on successful 
NORC interviewers, cannot be generalized to the universe of all 
interviewing applicants and thus used as an instant selection 
device. We are not certain that NORC interviewers are typical of 
those at other survey organizations, although some earlier work 
of Sheatsley (1950), as well as the results of Chapter 6, suggest that 
this may be the case. The only way to determine this is to use the 
same procedures and questionnaires elsewhere. We are encour­
aging other survey organizations to use revised versions of this 
questionnaire and to publish their results. In addition, for some 
items-particularly those dealing with attitudes toward inter­
viewing-we do not know whether the attitudes expressed are due 
to the socialization that has resulted from interviewing or were 
held at the time the applicant first became an interviewer. In the 
future, we intend to use a revised version of the questionnaire for 
all new applicants. 

The next section presents a summary of the major findings of 
this chapter. This is followed by a brief discussion of earlier 
published results. The balance of the chapter then discusses the 
measures of performance and their relation to the characteristics 
of the interviewers. 

SUMMARY OF FINDINGS 
Four measures of interviewer value are discussed in this chapter 

-quality, cost, quality-cost, and years employed by NORC. 

Quality 
The following variables appear to be useful in predicting high 

quality interviewers: 
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Education and intelligence variables, including high school grade 
average, perceived intelligence, estimated intelligence, subjects liked in 
school, and total years of school completed; 

Need achievement, as determined in a proJeCtive scale that asks about 
characteristics most and least important for children to have; 

Career orientation, including items on child-rearing, and marital and 
household attitudes; 

Attitudes toward interviewing and interviewing activities, including 
items on the status of interviewing that are negatively correlated with 
quality and the enjoyment of interviewing tasks that are positively 
correlated; 

Activities enjoyed, including mainly outdoor sports activities and 
verbal activities, such as gossiping and making a speech; 

Political party preference, although probably related to geographic 
and socioeconomic variables; and 

Self-perception of quality. 

Cost 
The following variables are related to high cost interviewers: 

Education and intelligence variables, discussed above (negatively 
correlated); 

Previous experience and knowledge of other interviewers, if the experi­
ence has been other than at NORC and the interviewers work for other 
organizations; 

Family responsibility, as measured by the nuplber of children and 
adults the interviewer is responsible for (negatively correlated); 

Activities enjoyed (negatively correlated); 
Career orientation; 
Attitudes toward interviewing and interviewing activities; 
Political party preference; and 
Self-perception of cost behavior. 

Quality-Cost 
Some of the variables are related positively to both high quality 

and high cost and thus are not useful as predictors of high quality 
in relation to cost. The following remaining variables are related 
to high quality and low cost: 

Education and intelligence; 
Need achievement; 
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Activities enjoyed; 
Attitudes toward interviewing (negatively correlated); 
Child-rearing attitudes; 
Household attitudes (negatively correlated); 
(The combined index of these two measures shows no relation since it 

is related to both cost and quality.) ,. 
Knowledge of other interviewers (negatively correlated); 
Family responsibility; 
Efficiency; 
Political party preference; and 
Machia vellianism. 

Years Employed by NORC 
While none of the variables are strongly related to years em­

ployed, the following have some relation. In some cases, years 
employed may predict attitudes, rather than attitudes predicting 
longevity. 

Education and intelligence; 
Household attitudes; 
Attitudes toward interviewing; 
Family responsibility (negatively correlated); 
Efficiency; and 
Political party preference. 

Some readers may wonder why we do not spend more time dis­
cussing multiple regression results and giving estimates of beta 
coefficients, correlations and sampling errors. While it is possible 
to compute these formally, the limitations of the sample and the 
search procedure for explanatory variables would keep these re­
sults from being exactly true for other populations. Nevertheless, 
we believe that the factors we discuss are related to interviewing 
quality and cost, and that it should be possible to develop such 
regression estimates with future samples. 

For those readers who are willing to extrapolate these results 
to a wider universe of interviewers, a brief word on sampling 
errors may be useful. The interviewers are usually divided into 
three groups of about one hundred each. Using simple formulas, 
the standard error for any percentage figure shown is about 5 per 
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cent and the 'Standard error of any difference is about 7 per cent. 
The tables in this chapter omit differences which are less than 
10 per cent. 

The multivariate regressions suggest that the variables we con­
sidered are generally independent of each other so they are dis­
cussed separately. When combined, however, they still account for 
only a minor part of the variability between interviewers. It is 
possible that variables not considered in this chapter may also be 
important. We have ignored sex and marital status, since almost 
all NORC interviewers are married women. Age and income are 
not related to qualiJy and cost of interviewing, but size of city is 
certainly a cost factor and has been made a part of the formula 
for standard costs. 

NORC believes that the results to date are promising enough to 
test on new applicants, although in the next stage the results of 
the questionnaire will play no part in the hiring decision. The 
results of the questionnaire will be used to predict the cost and 
quality behavior of applicants who are hired, and to detect differ­
ences between those hired and those not hired by field supervisors. 
In the final stage, a questionnaire will be used as part of the 
hiring decision, although the major part of this decision will re­
main the responsibility of the field supervisor. 

In general, the better interviewers have characteristics which 
would make them desirable employees for many different jobs. 
Fortunately, their interests and commitments have made them 
select interviewing. We who use their services should recognize 
their value and rareness and treat them with the care they deserve. 

PREVIOUS STUDIES 

The work closest in spirit to this chapter was done at NORC 
by Paul Sheatsley (1950). Sheatsley studied 1,161 NORC inter­
viewers and related demographic characteristics found on the 
application forms to performance as measured by number of as­
signments handled and quality of performance. He found that 
middle-aged married women with some previous college education 
and some previous interviewing experience made the best inter­
viewers. He noted, however, that demographic variables alone 



106 
Reducing the Cost of Surveys 

could not explain interviewer performance and pointed out in his 
perceptive conclusion that attitudes may be most critical: 

A more likely. prospect of success appears to lie in the gradual develop­
ment of new and more appropriate tests which would measure each of 
the several aspects of interviewer performance, and which would, in the 
course of time, be validated against actual performance records. With 
the cooperation of researchers all over the country, it should not be too 
difficult to analyze the interviewer's job, break it down into the several 
types of required skills, and devise our own suitable tests to measure 
these skills. Such tests must not content themselves, however, with the 
mere measurement of skill. An interviewer may have all the skill in the 
world and yet be guilty of poor performance; a much less skillful inter­
viewer may turn in superior work. In order to predict total· performance, 
we must be able to measure not only skills, but such other factors as the 
interviewer's job motivations, his ambitions, his attitude toward re­
search, etc. No industry has yet found perfect predictors of job perfor­
mance, but it is strange that the research profession, which employs 
questionnaires and interviewing procedures as its stock in trade, should 
lag behind so many other fields in its development of more precise in­
struments to predict employee behavior. 

This is the direction taken by this chapter. 
More recently Hauck and Steinkamp (1964) used an application 

blank, references, and the Edwards Personal Preference Schedule 
with a group of sixteen interviewers and related this to pick-up 
rate which was their quality measure. Pick-up rate was obtained 
by multiplying the proportion of respondents who cooperated by 
the proportion of validated savings accounts the interviewer was 
able to discover. They discovered that three factors explained 71 
per cent of the variance among the interviewers: (1) self-confidence 
of the applicant as rated by references; (2) dominance as measured 
by the EPPS; and (3) hours available for interviewing. 

Again these results indicate the importance of personality fac­
tors, but as Hauck and Steinkamp point out, the results are 
limited by the small sample size and the special nature of the 
study. 

Most other studies of interviewers have attempted to relate 
interviewer characteristics to variability on various questions. 
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This approaches a quality measure when characteristics are re­
lated to the proportion of "no answers" or "don't knows" on a 
question or series of questions. Thus, Hanson and Marks (1958) 
found in a study of census ,enumerators that the Enumerator 
Selection Aid Test with questions on reading comprehension, map 
reading, and ability to follow census-type instructions was useful 
in differentiating better from poorer interviewers based on "don't 
knows" and "no answers." There is also a discussion of the ef­
fects of interviewer characteristics on the variability of responses. 
This area has been most fully discussed by Hyman and his NORC 
colleagues (1954) and is not pursued in this chapter. 

EVALUATING INTERVIEWER COSTS 

As has been discussed in Chapter 7, high and low cost inter­
viewers can only be identified in comparison to standards which 
have been established. The methods of Chapter 7 were used to 
develop cost standards for eleven studies. Comparisons were 
made between standard and actual costs for each interviewer. 
While the computations for a single interviewer on a single study 
are simple, the procedure is tedious when required for many inter­
viewers on many studies and is best carried out on tabulating 
equipment. 

The ratio of actual to standard costs was obtained for all stud­
ies in which the interviewer participated. The median ratio was 
used as an average measure of interviewer costs so that unusually 
high costs on a single study did not unduly affect the rating. In­
terviewers were classified as high cost, standard cost, or low cost 
with some interviewers omitted if no cost data on them were 
available. 

MEASURING INTERVIEWER QUAtlTY 

The quality measure used in this chapter derives from the con­
tinuing NORC rating of its interviewing staff. Most studies are 
rated and the interviewer's average quality score is computed for 
the studies she participated in. The interviewers have been grouped 
into three categories which are labeled high, average, and low 
quality. Those interviewers who are too new to have been rated 
are omitted from the analysis. 
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In some of the tables, the average group has been split in half 
and put into the high and low quality groups so only two groups 
are compared. The reasons for this are related to data processing 
requirements and to the fact that these tables were run at different 
times with different programs. As one would expect, the results 
for quality split two ways are virtually identical to those when 
quality is split three ways. Both qu:;i.lity and cost ratings are sub­
ject to measurement error particularly for the newer interviewers 
who worked on only a few studies. These measurement errors tend 
to reduce the relation between quality, cost, and characteristics 
of interviewers, but they are unavoidable. 

The next few pages describe in detail how interviewers are 
rated. Since this is somewhat tangential to the main thrust of this 
chapter, readers who are not especially interested in rating pro­
cedures may skip to the next section. 

SUBJECTIVE RATING OF INTERVIEWER 

Almost all survey organizations make some effort at rating the 
quality of work of their interviewing staffs. In some cases, this is 
done on very simple measures such as percentage of assignments 
completed or meeting of deadlines. Other organizations, including 
NORC, have field supervisors go through all or a sample of an 
interviewer's work to judge its quality. 

Generally when an interviewer's questionnaires are being 
checked the supervisor utilizes some sort of check-list (which may 
at times be a mental one) to rate the interviewer. This rating may 
take the form of a letter grade, a numerical score, or a descriptive 
adjective such as "excellent," "above average," or "poor." This 
rating has traditionally been subjective, depending on the stan­
dards set by the individual rater. 

Recently the limitations of these subjective ratings have been 
recognized. Due to turn-over among raters, the level of ratings 
changes substantially depending on the differing quality expecta­
tions of different raters. The length and complexity of the ques­
tionnaire as well as the training methods used can also have 
substantial effects on interviewer ratings for a given study. This 
makes it difficult to evaluate changes in interviewer performance 
over periods of several years, or even to have a satisfactory esti­
mate of the average quality of an interviewer's work. 
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The methods suggested in this section are extremely simple and 
use only the most basic of elementary statistical techniques. Since, 
however; most field supervisors are non-mathematicians, these 
simple but useful techniques may not have occurred to them. It is 
evident that these are not the only possible methods, but hope­
fully the discussion of these methods will stimulate those who 
evaluate interviewers to develop quantitative methods that best 
suit their own needs. 

Use of Coders To Evaluate Interviewers 
The first method for quantifying interviewer quality does not 

use the judgment of the field supervisor, and might therefore be 
considered as a radical departure from that method. There is some 
evidence, however, that there is a high correlation between 
coders' evaluations and the more exact methods that use trained 
field supervisors. This method is described first because it is a 
low cost production method that, at very little added cost, can 
be made part of the coding process. 

The simplest use of the coding process to evaluate interviewers 
is used by the Bureau of the Census. There, a code is established 
for a missing answer to a question. When the results of the study 
are tabulated, the missing answers for each interviewer are tabu­
lated. When divided by the number of interviews, this gives a ratio 
of missing answers per interview. While this is only one type of 
error that an interviewer can make, it is an important error and 
does give an indication of how well instructions are being 
followed. 

NORC uses a more detailed method by coders. Coders are sup­
plied with error sheets on which they note the following types of 
interviewer errors: 

Type of Error 

1. Answer missing 
2. Irrelevant or circular answer 
3. Lack of sufficient detail 
4. "Don't know" with no probe 
5. Dangling probe 
6. Multiple codes in error 
7. Superfluous question asked 

Error Weight 

3 
3 
2 
2 
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As can be seen, error weights ate assigned to the types of errors 
depending on how seriously they lead to coding difficulties. These 
weights were determined by the coding and field supervisors. The 
list above does not exhaust all types of errors that can be made by 
interviewers, but includes only those that coders should be able to 
spot during the coding process. 

Evaluation by Field Supervisors 
Certain types of errors can be spotted only by field supervisors 

who are more familiar with the interviewing process than are 
coders. The same principle has been used in the supervisor's evalu­
ation of interviewers, however, as that used by coders. A check­
list of types of errors has been prepared, and weights have been 
assigned to errors based on their seriousness. While this list is 
more comprehensive, it covers much the same ground as does the 
coder's error list. This supervisor's check-list is shown on the next 
page. 

To the extent that coders are able to pinpoint interviewer 
errors that made coding difficult, this work need not be duplicated 
by higher-paid field supervisors. To date, it has been our experi­
ence that coders and field supervisors agree reasonably well in 
their rating of interviewers. 

For example, a comparison of twenty-seven interviewers on the 
NORC Happiness Study (Bradburn and Caplovitz, 1965) indi­
cated a correlation of .47 between coders' and supervisors' ratings, 
even though the rating methods were entirely different. The super­
visor rated four interviews per interviewer on the first wave of the 
panel study. The coders rated a section of all the questionnaires 
on the third wave. 

Standardization for Difficulty of Study 
The simple summing or averaging of error points over several 

studies could lead to misevaluations of interviewer quality. Stud­
ies differ greatly in length and difficulty, and simple averages 
would penalize th-0se interviewers who worked on the most diffi-
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cult studies, and might in fact be the better interviewers. Some 
method of standardizing for difficulty of study is required. One 
simple approach would merely be to rank interviewers by number 
of errors and then to translate these ranks into percentiles (to 
account for the varying number of interviewers on different 
studies). 

A slightly more sensitive method is to use the method of stan­
dardized scores that is used in most psychological and ed1:1ca-

Error Forming Criteria for Rating of Interviews 

Error Weights 

I. 
5 
4 
5 
5 

2. 

3. 
3 
4 
2 
5 

4. 
5. 

5 
1 
5 

6. 
7. 

5-10 

5 
5 8. 

9. 
10. 

5 
l 

Type of Error 

Failure to probe initial: 
a. Don't know 
b. Vague answer 
c. Irrelevant answer 
d. U ncodeable answer to precoded questions 
Use of: · 
a. Dangling probes 
b. U npreceded probes 
Improper probing: 
a. Accept partial answers 
b. Use encouraging probes without using clarifying probes 
c. Accept first clear answer without probing for additional ideas 
d. Probe irrelevant answer instead of probing for an appropriate 

answer, which results in irrelevant response 
e. Leading probe 
Unexplained changes of code or answers (including erasures) 
Circling errors: 
a. Contradictions 
b. Failure to code reply when codeable side comment exists 
c. Multiplecoding 
Answer recorded in wrong place 
Failure to complete: 
a. Omitting any parts of classification. If race, sex, age or 

marital status is omitted along with other omissions, 
score is 10 

b. Enumeration and/or sampling table 
Evidence of paraphrasing (always check other interviews-

given per interview, not per question) 
Unclear parenthetical notes 
Omissions and superfluous notes: 
a. Omitting questions (or portions of questions) 
b. Excess questions (or portions of questions) 
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tional achievement tests. For each study, the mean and standard 
deviation of the error point distribution is computed. A standard 
score for each interviewer is derived from the formula: 

St d d S 5 2 (X - Actual Score) 
an ar core = + S 

where Xis the mean error score for the study, and S is the stan­
dard deviation. 

To put this into words, the interviewer who is average gets a 
standard score of 5 for a given study; if lier error score is one 
standard deviation below average her score is 7; if her error score 
is higher than average her standard score is below 5. 

Standard scores can then be averaged over a series of studies to 
give a meaningful measure of interviewer quality. This averaging 
implicitly assumes that interviewer quality is not changing over 
time. 

QUALITY-COST 
It is clear that a low quality, high cost interviewer is less satis­

factory than a high quality, low cost interviewer, but many cases 
are mixed. What of the interviewer who is high quality, high cost 
or low quality, low cost? Arbitrarily, we established two categories 
using the following definition of better quality-cost interviewers: 

High quality-any cost 
Average quality-average or low cost 
Low quality-low cost 

The remaining interviewers were called poorer quality-cost. 

NUMBER OF YEARS EMPLOYED AT NORC 

While this figure was the easiest to derive, it is the trickiest to 
analyze. A major problem is due to the new NORC sample which 
was first used in 1962. This new sample contained some of the 
same large cities that were in the older sample, and interviewers 
in these cities were retained, while in all other places new inter­
viewers were hired. Thus there is a confounding between years 
employed and location. In addition, at the other end of the scale, 
the most recent employees are also a mixed group. Some of them 
will remain with NORC for many years while others .will soon 
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resign. The only way to know would be to wait for several more 
years. 

Finally, length of service, unlike cost or quality behavior, is to 
some extent dependent on acts of God. Pregnancies, moves to 
other areas because the husband has a· new job, financial prob­
lems that require full-time employment, and increased household 
responsibilities are all important factors that may cause an inter­
viewer to quit, although at times these reasons are used to hide 
basic job dissatisfactions. 

For these reasons, the relation between personal attitudes and 
number of years employed is smaller than those between personal 
attitudes and quality and cost. In addition, the problem of chang­
ing attitudes with increasing length of employment is not fully 
handled. Nevertheless, we present some results to remind the 
reader of the importance of length of service as a measure of 
performance. 

THE INTERVIEWER QUESTIONNAIRE 

The questionnaire used to obtain information from NORC in­
terviewers for this study is given in the Appendix.( pp. 204-28). The 
design of this questionnaire was strongly influenced by the occu­
pational studies which are in progress at NORC and particularly 
by Alice Rossi's studies of career orientation in women. Initially, 
we hypothesized that quality of interviewing would be related to 
education, intelligence, and personality characteristics. We be­
lieved that cost behavior would be related to career orientation, 
education and intelligence, happiness, morality, financial need, 
guilt about working, enjoyment of interviewing, available spare 
time, and involvement with other interviewers. The questionnaire 
attempts to tap these dimensions. 

As the results below indicate, not all of the questions were 
useful. The starred questions on the questionnaire in the Appendix 
are the ones that we would suggest be tried by other survey organi­
zations who wish to study interviewer quality and costs related 
to characteristics. One other point should be made clear. No 
NORC interviewers were ever evaluated by their supervisors 
based on the results of the questionnaire. The individual results 
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were available only to the author and not to NORC's field 
supervisors. 

THE RELATION BETWEEN QUALITY, COST, AND 
NUMBER OF YEARS EMPLOYED AT NORC 
Before this study was started there was some fear that quality 

and cost would be inversely related, that the highest quality inter­
viewers would also charge the most. As the study progressed, the 
reverse appeared to be true, that highest quality interviewers 
charged least. Now it appears that the relation is more complex. 
A simple cross-classification of quality and cost reveals no rela­
tion, either positive or negative, but this does not mean that the 
variables are independent. Rather what seems to be happening is 
that both quality and cost are related to other variables that 
neutralize each other. 

High quality and low cost are both positively related to educa­
tion and intelligence as will be seen in the next section. From this, 
one would expect a positive correlation between low cost and high 
quality. However, most of the career orientation variables are 
positively related to quality and negatively related to low cost, 
which results in a negative correlation between high quality and 
low cost. Thus, intelligence and career orientation cancel each 
other out. A fuller discussion of this is given in the section on 
career attitudes. As one might expect, however, number of years 
employed at NORC is positively correlated with quality and cost. 
The causation probably goes in both directions. Better quality­
cost interviewers stay longer, and the longer an interviewer stays, 
the better she becomes. Certainly, there is no confirmation of the 
folklore that long-term interviewers become more and more costly. 

Table 8.1 shows the relation between years employed at NORC 
and cost and quality-cost. Thirty-seven per cent of interviewers 
who have worked at NORC for one year or less were high cost 
interviewers as compared to 23 per cent among interviewers who 
worked at NORC for four or more years. Among interviewers 
with four or more years at NORC, 65 per cent were better quality­
cost compared to 53 per cent of interviewers who worked a year 
or less. 
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It should be remembered that the NORC interviewers who are 
the sample for the study discussed in this chapter have already 
gone through a rigorous selection process. About 80 per cent have 
had some college and all have been judged capable of following 
the sometimes complex instructions which NORC sends its inter­
viewers. It may, therefore, be a little surprising to discover that, 
even in this group, quality incre.ases with increased education and 
intelligence, costs go down, and number of years employed goes 
up. 

Quality 
Several measures of intelligence and education were available 

for comparison with quality of interviewing, and since they are 
all highly correlated with each other they all show about the same 
magnitude of differences. Table 8.2 relates quality of interviewing 
to high school grade average, liked science subjects in high school, 
perceived intelligence, estimated intelligence based on a short 
nine-item intelligence test, and total years of school completed. 

High school grade average was obtained from the interviewer 
directly on the questionnaire, and there is no reason to doubt the 
general accuracy of this self-report. Among interviewers whose 

Table 8.1 High, Standard, and low Cost, and Better and Poorer 
Quality-Cost Interviewers by Years Employed at NORC (Per Cent) 

Years Employed 

Cost and Quality-Cost One Year Two-Three Four Years 
or Less Years or More 

Cost: 
High 37 33 23 
Medium 43 54 61 
Low 20 13 16 

Total lOO 100 100 
BaseN (103) (198) (76) 

Quality-Cost: 
Better 53 56 65 
Poorer 47 44 35 

Total 100 100 100 
BaseN (73) (167) (49) 
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grade average was A or A-, 56 per cent were high quality inter­
viewers, while only 43 per cent of those whose high school aver­
age was B- or lower were high quality. 

Past experience indicated a relationship between intelligence 
and liking for science subjects in school which was why this item 
was included. The four science subjects included in the question 
were biology, chemistry, mathematics, and physics. Among inter­
viewers who really enjoyed two or more of these subjects, 55 per 
cent were high quality as compared to 42 per cent high quality 
among interviewers who mentioned no science subjects. 

A very simple-minded way of determining intelligence is to ask 
the interviewer, "On intelligence tests that you took in school, 
did you get the impression that you were very much above aver­
age, above average, or average in intelligence?" Among inter­
viewers who perceived their intelligence to be above average or 
very much above average, 52 per cent were high quality inter-

Table 8.2 Intelligence and Education Variables Related to Quality 
of Interviewing (Per Cent) 

Intelligence and Quality 
Total 

Base 
Education High Average Low N 

High school grade average: 
A or A- 56 30 14 100 115 
B+ orB 44 34 22 100 157 
B- or lower 42 38 20 JOO 55 

Science subjects liked 
in high school: 
High (2 or more) 55 45 100 73 
Medium(!) 50 50 100 100 
Low(O) 42 58 100 134 

Perceived intelligence: 
Very much above 

average 52 33 15 100 33 
Above average 53 33 14 100 167 
Average 36 34 30 JOO 97 

Eszimated intelligence: 
Above average 55 32 13 100 l 19 
Average 43 39 18 100 89 
Below average 45 30 25 100 118 

Education level: 
Completed college 53 33 14 JOO 137 
Some college 44 34 22 100 120 
High school or less 43 33 24 100 70 
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viewers and 15 per cent were low quality. Among interviewers 
who considered themselves to be of average intelligence, only 36 
per cent were high quality, and 30 per cent were low quality. 
This item is probably the best single discriminator of the items 
in Table 8.2. 

Another attempt to determine intelligence was made using a 
nine-item similarities test adapted with permission from the 
Wechsler-Bellevue Intelligence Scale. Interviewers were classified 
into approximately equal thirds based on scores of this test. The 
groups are called above average, average, and below average, but 
this should not be confused with any reference to national norms, 
since almost certainly the average intelligence of interviewers is 
above the national average. Of the interviewers in the above­
average intelligence group, 55 per cent were high quality and 13 
per cent low quality. In the other groups, 44 per cent were high 
quality and 22 per cent low quality. 

The final measure in this table is the number of years of school 
completed. Those interviewers who have completed college are 
about 10 per cent more likely to be high quality interviewers 
than are interviewers with some college or high school. A sur­
prising finding here is that there is no difference in quality be­
tween those with some college and those with high school or less. 
Of interviewers who completed college, 53 per cent were high 
quality and 14 per cent low quality; among other interviewers, 44 
per cent were high quality and 23 per cent low quality. 

These five highly correlated characteristics were combined into 
an index which is called the Intelligence-Education Index. One 
point is given for each of the following: high school grade average. 
A or A-, like science subjects, perceived intelligence above aver­
age, estimated intelligence above average, and completed college. 

The relation between scores on this index and quality of inter­
viewing is given in Table 8.3. Here interviewers are grouped into 
two categories of quality and three categories on the scale. Among 
interviewers who were high on the Intelligence-Education Index 
with 3-5 points, 60 per cent were high quality interviewers as 
compared to 43 per cent among interviewers who had only 0-1 
points on the index. 
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Cost 
The same variables were investigated for their relation to inter­

viewer cost behavior. Some field supervisors fear that more 
intelligent interviewers charge more either because they might feel 
they deserve it, or because they are better able to cheat on time 
records. Just the reverse is the case. The more intelligent inter­
viewers are less likely to be high cost interviewers. In retrospect, 
it seems clear that costs are highly related to how well the inter­
viewer does her job. The more efficient she is, the lower her costs, 
and the more intelligent interviewers are most efficient. 

Table 8.4 gives the relation between education and cost. Among 
interviewers who finished college, only 23 per cent were high cost 
interviewers, while among the others 40 per cent were high cost. 
An interesting reversal occurs in this table-interviewers with 
some college are more likely to be high cost than are interviewers 
with high school or less. While the reversal may be due to sam­
pling variability, it may be due to characteristics of women with 
some college which have not yet been discovered. 

Table 8.5 gives the relation between cost and the interviewer 
scores on the Intelligence-Education Index. Of interviewers who 

Table 8.3 Intelligence-Education Index Related to Quality of 
Interviewing (Per Cent) 

Intelligence- Quality 
Total 

Education Index High Low 

High(3-5) 60 40 100 
Mcdium(2) 54 46 100 
Low (l}-1) 43 57 100 

Base 
N 

73 
123 
Ill 

TQble 8.4 Education of High, Standard, and Low Cost Interviewers 

(PerCe_n_t~)~~~~~~~~~~~~~~~~~~~~~-
Cost Base 

Education Total 
High Standard Low N 

Finished college 23 60 17 100 150 
Some college 41 44 15 100 142 
High school or less 35 50 15 100 84 
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are high on the Intelligence-Education Index, 18 per cent are high 
cost interviewers and 28 per cent are low cost. Among the other 
interviewers, 34 per cent are high cost and only 15 per cent low 
cost. 

Quality-Cost 
Since both quality and cost are separately related to education 

and intelligence, it is not surprising to see in Tables 8.6 and 8.7 
that the interviewers who are high in intelligence and education 
are more likely to be the better quality-cost interviewers. Table 8.6 
gives three of the variables in the Intelligence-Education Index: 
estimated intelligence, education, and high school grade average. 
There is also one new index, a language enjoyment index based on 

Table 8.5 Intelligence-Education Index Related to High, Standard, 
and Low Cost Interviewers (Per Cent) 

Intelligence- Cost Base 
Total 

Education Index High Standard Low N 

High(3-5) 18 54 28 100 100 
Medium(2) 30 55 15 100 195 
Low (9-1) 39 47 14 100 134 

Table 8.6 Intelligence and Education Variables Related to Better 
and Poorer Quality-Cost Interviewers (Per Cent) 

Intelligence and Quality-Cost 
Total Bose 

Education Better Poorer N 

Estimared intelligence: 
Above average 63 37 lOO 94 
Average 58 42 100 85 
Below average 52 48 100 108 

Education: 
Finished college 62 38 100 100 
Did not finish college 54 46 100 189 

High school grade average: 
A or A- 65 35 100 91 
B+ or lower 53 47 lOO 198 

Language liked index: 
High (2) 62 38 100 141 
Medium{J) 54 46 100 I05 
Low (0) 47 53 100 43 
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the question that asked about subjects really enjoyed in school. If 
both English and foreign languages were listed, the interviewer 
received a score of 2 on this index; if only one of the two was 
mentioned, the score was l; if neither was mentioned the score 
wasO. 

Among interviewers who were above average on the nine-item 
intelligence test, 63 per cent were better quality-cost, as compared 
to 52 per cent of below-average intelligence interviewers. Among 
interviewers who finished college, 62 per cent were better quality­
cost, as compared to 54 per cent of the interviewers who did not 
finish. Sixty-five per cent of interviewers with an A or A high 
school grade average were better quality-cost, compared to 53 per 
cent of interviewers whose average was B+ or lower. 

Among interviewers who liked both English and a foreign 
language in school, 62 per cent were better quality-cost, while 
among interviewers who liked neither, only 47 per cent were 
better quality-cost. This variable is somewhat doubtful, since on 
either cost or quality separately, the differences, while in the same 
direction, are smaller. 

Finally, Table 8.7 indicates that 72 per cent of interviewers who 
are high on the Intelligence-Education Index are better quality­
cost as compared to 53 per cent of those who score low on this 
scale. 

Years Employed at NORC 
As seen in Table 8.1, and as expected, there is a positive relation 

·between quality-cost and years employed at NORC. One would, 
therefore, expect that there would be a positive relation between 

Table 8.7 Intelligence-Education Index Related to Better and 
Poorer Quality-Cost Interviewers (Per Cent) 

Intelligence-Education Quality-Cost 
Total 

Index Better Poorer 

High(3-5) 72 28 100 
Medium(2) 58 42 100 
Low(0-1) 53 47 100 

Base 
N 

60 
113 
106 
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intelligence and education and years employed, and this is the 
case, but the relation is considerably weaker. Table 8.8 shows that 
among interviewers who had finished college, 26 per cent had been 
at NORC for four or more years while only 17 per cent of inter­
viewers who did not finish college had been at NORC for four or 
more years. Similarly, 25 per cent of interviewers who scored high 
on the science subjects liked index had been at NORC for more 
than four years compared to 14 per cent for interviewers who 
liked no science subject. 

In Table 8.9, number of years employed at NORC is related to 
the Intelligence-Education Index. Of interviewers who were high 
on the Intelligence-Education Index, 25 per cent had been at 
NORC for four or more years and 19 per cent for one year or less. 

Table 8.8 Intelligence and Education Variables by Years Employed 
at NORC (Per Cent) 

Intelligence and 
Years Employed 

Base 
Education One Two- Four Total 

N 
Year Three Years 

or Less Years or More 

Educalion: 
Finished college 26 48 26 100 150 
Did not finish 

college 33 50 17 100 275 
Science subjecis liked: 

High (2 or more) 15 60 25 100 103 
Medium (I} 32 45 23 100 148 
Low(O) 39 47 14 100 174 

Table 8.9 Intelligence-Education Index by Years Employed at 
NORC (Per Cent) 

Intelligence-
Years Employed 

Base 
Education Index One Two- Four Total 

N 
Year Three Years 

or Less Years or More 

High (3-5) 19 56 25 JOO Ill 
Medium(2) 33 47 20 100 165 
Low(0-1) 37 48 15 100 149 
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Of interviewers who were low on the Intelligence-Education 
Index, 15 per cent had been at NORC for four or mote years and 
37 per cent for one year or less. 

NEED ACHIEVEMENT 
The next variable is labeled Need Achievement as a shorthand 

way of describing its components; it is actually based on a ques­
tion that asks interviewers which of a list of thirteen characteris­
tics they believe are most important and least important for 
children to have. The question was taken from Greeley and Rossi 
(1966), where it served the function of measuring the degree to 
which Catholics support the Protestant ethic. While we expected 
some relation, we did not expect that this would be the variable 
most strongly related to quality of interviewing. 

Quality 
Tables 8.10 and 8.11 give the results, first in detail by question, 

and then summarized in a Need Achievement Index. The items 
included in the index are the seven characteristics shown in Table 
8.10. One point was given for each of these qualities listed as 
most desirable: 

That he tries hard to succeed, 
That he is interested in how and why things happen. 
That he gets along well with other children, 
That he has good sense and sound judgment, and 
That he is considerate of others. 

One point was also given for each of these qualities listed· as 
least important: 

That he has good manners, and 
That he is neat and clean. 

Interviewers with three or more points were classified high, 
those with two points were medium, and those with zero or one 
point were low. Among interviewers who were high on the Need 
Achievement Index, 66 per cent were high quality and 11 per cent 
low quality. On the other hand, of interviewers who were low on 
this scale, 41 per cent were high quality and 35 per cent were low 
quality. 



Table 8.10 Attitudes toward Children Related to Quality of Interviewing (Per Cent) 

Attitudes toward Children 
Quality 

High Average Low 

All interviewers 48 33 19 
Should try hard to succeed 63 26 II 
Should have good sense and sound judgment so 33 17 
Should get along well with other children 53 35 12 
Should be considerate of others 49 36 15 
Should be interes.ted in how and why things happen 50 34 16 
Least important that they have good manners 53 29 18 
Least important that they be neat and clean 52 34 14 

Total 
Base 

N 

100 377 
JOO 35 
100 159 
100 60 
100 ll9 
100 155 
100 113 
100 192 

~ 
l:l 

~ 

~ 
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Quality-Cost 
There is no apparent connection between need achievement 

and cost behavior, so that the relation between quality-cost and 
need achievement is the same as between quality and need achieve­
ment. This is seen in Table 8.12, where 71 per cent of the inter­
viewers high on need achievement are better quality-cost as 
compared to 46 per cent of interviewers low on need achievement. 
Finally, there is no evidence of any relation between need achieve­
ment and number of years employed at NORC. 

CAREER ATTITUDES 
One of our initial hypotheses in preparing the questionnaire 

was that career-oriented women would be higher cost interviewers 
than traditional women. We used a series of items developed by 
A. Rossi for a study now in progress from which the following 
ten items were combined into three subindexes: household atti­
tudes, marital attitudes, and child-rearing attitudes. These three 
subindexes were then combined to form the Career Orientation 
Index. The items used on the indexes are given on the next page. 

Table 8.11 Need Achievement Index Related to Quality of 
Interviewing (Per Cent) 

Need Achievement Quality 
Total 

Bose 
Index High Average Low N 

High (3 or more) 66 23 II 100 59 
Medium(2) 53 26 21 100 113 
Low(0-1) 41 24 35 100 132 

Table 8.12 Need Achievement Index of Better and Poorer Quality-
Cost Interviewers (Per Cent) 

Need Achievement Quality-Cost 
Total Base N 

Index Better Poorer 

High (3 or more) 71 29 IOO 55 
Medium(2) 62 38 100 109 
Low (0-1) 46 54 100 125 
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I. Answered "No" to, "During the past few weeks, have you ever felt 
that you were not the kind of wife you would like to be?" 

2. Answered "No" to, "During the past few weeks have you ever felt 
that you were not the kind of mother you would like to be?" 

3, Answered "Moderate amount or quite a lot" to, "On the whole 
would you say that you spend quite a lot of time, a moderate amount of 
time or relatively little time doing things together with your husband?" 

4. Answered "Strongly in favor" to, "Generally, how does your hus­
band feel about your work as an interviewer?" 

These four items all ask the interviewer about her guilt feelings 
because she is employed. The other two subindexes deal with more 
general attitudes on career and marriage: 

Marital Attitudes 
I. Agree that one of the most important things for a happy marriage 

is for a man and woman to be equal in intelligence. 
2. Disagree that if a wife earns more money than her husband, the 

marriage is headed for trouble. 
3. Disagree that a married woman can't make long-range plans for 

her own career because they depend on her husband's plans for his. 

Child-rearing Attitudes 
I. Agree that a preschool child is likely to suffer emotional damage 

if his mother works. 
2. Agree that even if a woman has the ability and interest she should 

not choose a career field that will be difficult to combine with child 
rearing. 

3. Agree that a working mother cannot establish as warm and secure 
a relationship with her children as a mother who does not work. 

While these last two indexes are highly correlated, the relation­
ship is inverse. That is, a high career orientation is indicated by a 
high score on the Marital Attitudes Index and a low one on the 
Child-rearing Attitudes Index. 

For all indexes one point is given to each response. The Career 
Orientation Index is obtained by summing the first two subindexes 
and subtracting the Child-rearing Index score. 
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Quality 
Tables 8.13 and 8.14 give the relation between quality of inter­

viewing and the Child-rearing Attitudes items and subindex, and 
Table 8.15 gives the relation between quality of interviewing and 
the Career Orientation Index. These tables say that high quality 
interviewers are more likely to have high career orientation. Of 
interviewers who score low on the Child-rearing Attitude Index 
and are thus high in career orientation, 62 per cent are high 
quality interviewers, as compared to 42 per cent of those scoring 
high on this index. The same relations are observed on the other 

Table 8.13 Child-rearing Attitudes Related to Quality of Interviewing 
(Per Cent) 

Child-rearing Attitudes 
Quality 

Total Base N 
High Average Low 

All interviewers 48 33 19 100 328 
A pre-school child is 

likely to suffer emo-
tional damage if his 
mother works. 44 25 31 100 116 

Even if a woman has the 
ability and interest she 
should not choose a 
career field that will 
be difficult to combine 
with child-rearing. 43 34 23 100 184 

A working mother can-
not establish as warm 
and secure a relation-
ship with her children 
as a mother who does 
not work. 43 29 28 100 68 

Table 8.14 Child-rearing Index Related to Quality of Interviewing 
(Per Cent) 

Child-rearing Quality 
Total 

Base 
Index High Average Low N 

High (2-3) 42 25 33 100 103 
Medium(!) 50 26 24 100 l 16 
Low(O) 62 21 17 100 84 
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two subindexes, but the differences are small. On the combined· 
index, the relationship is seen even more clearly. Of interviewers 
with a high score (4 or more) on the Career Orientation Index, 61 
per cent were high quality interviewers while only 36 per cent of 
those scoring low on this index were high quality. 

Cost 
Thus far, high career orientation is related to high quality 

interviewing, but, unfortunately, it is also related to high costs, 
as we hypothesized.· The results are given in Tables 8.16-8.18, 
which first give the relation between cost and the individual items, 
then between cost and the subindexes, and finally between cost 
and Career Orientation. The relation may be seen most clearly in 
Table 8.18 where the Career Orientation Index is cross-classified 
with cost. Of interviewers who are high on the Career Orientation 
Index, 46 per cent are high cost interviewers as compared to 30 
per cent of those who are medium or low on Career Orientation. 
The same differences are found on the Household Attitudes sub­
index and the Marital Attitudes subindex in Table 8.17, but no 
differences are seen on the Child-rearing Attitude Index. 

Quality-Cost 
·Since quality and cost are both positively related to career 

orientation, one would expect that these would cancel each other 
and that there would be no apparent relation between career 
orientation and the combined quality-cost characteristic; This is 
confirmed in Table 8.20, but strangely Table 8.19 suggests that 
there is still some correlation between quality-cost and two of the 

Table 8.15 Career Orientation Index Related to Quality of 
Interviewing (Per Cent} 

Career· Quality 
orientation 

High Low 
Total 

Index 

High (4 or more) 61 39 100 
Medium (2-3) 52 48 100 
Low {I or less) 36 64 100 

Base N 

54 
141 
112 

http:8.16-8.18
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Table 8.16 Child-rearing, Household, and Marital Attitudes Related 
to High; Standard, and Low Cost Interviewers (Per Cent) 

Cost 
Attitudes Total Base N 

High Standard Low 

All interviewers 32 52 16 100 377 
Household A 11iwdes: 

Felt that I was the kind 
of mother I would 
like to be 37 46 17 100 161 

Felt that I was the kind 
of wife I would like to 
be 36 53 II 100 172 

Spend more than a mod-
erate amount of time 
doing things together 
with my husband 34 52 14 100 309 

My husband strongly in 
favor about my work 
as an interviewer 39 52 9 100 140 

Marital Attitudes: 
One of the most impor-

tant things for a 
happy marriage is 
for a man and a 
woman to be equal 
in intelligence 35 52 13 100 252 

Disagree-if a wife 
earns more money 
than her husband, the 
marriage is headed for 
trouble 38 48 14 100 141 

Disagree--a married 
woman can't make 
long-range plans 
for her own career 
because they depend 
on her husband's 
plans for his 36 51 13 100 236 

Child-rearing Allitudes: 
A pre-school child is 

likely to suffer emo-
tional damage if his 
mother works 40 41 19 100 172 

Even if a woman has the 
ability and interest she 
should not choose a 
career field that will 
be difficult to com-
bine with child-rearing 35 52 13 100 217 

A working mother can-
not establish as warm 
and secure a relation-
ship with her children 
as a mother who does 
not work 33 52 15 100 84 
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Table 8.17 Child-rearing, Household, and Marital Attitude Indexes 
Related to High, Standard, and Low Cost Interviewers (Per Cent) 

Cost 
Attitude Indexes Total Base N 

High Standard low 

Household Allitude Index: 
High (3-4) 40 50 10 100 145 
Medium(2) 28 56 J6 JOO 105 
Low(0-1) 26 53 21 100 127 

Marital Allitude Index: 
High (2-3) 43 43 J4 JOO 104 
Medium{J) 29 57 14 100 169 
Low(O) 27 52 21 100 104 

Child-rearing A tlitude 
Index: 
High (2-3) 33 50 17 JOO 127 
Medium {I) 31 57 12 100 142 
Low(O) 32 49 19 100 108 

Table 8.18 Career Orientation Index Related to High, Standard, 
and Low Cost Interviewers (Per Cent) 

Career-orientation Cost 

Index 
Total Base N 

High Standard low 

High (4 or more) 46 42 12 100 67 
Medium (2-3) 30 55 15 100 168 
Low {I or less) 29 52 19 100 143 

Table 8.19 Child-rearing and Household Attitude Indexes Related 
to Better and Poorer Quality-Cost Interviewers (Per Cent) 

Attitude Indexes 
Quality-Cost 

Total Base N 
Better Poorer 

Child-rearing: 
High (2-3) 52 48 100 96 
Medium{!) 54 46 JOO 113 
Low(O) 66 34 100 80 

Household: 
High (3-4) 52 48 100 118 
Medium(2) 57 43 JOO 82 
Low (0-1) 63 37 JOO 89 
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subindexes. Since the Child-rearing Attitude Index was unrelated 
to cost while related to quality, it is not too surprising to find that 
66 per cent of those interviewers who were low on this index 
(where a low score meant high career orientation) were better 
quality-cost interviewers as compared to about 53 per cent of 
other interviewers. 

For the Household Attitudes Index, where one might expect 
that the cost and quality relations would cancel each other, we 
now find a negative relation between quality-cost and score. Of 
interviewers scoring high on this index, 52 per cent are better 
quality-cost, while of interviewers scoring low, 63 per cent are 
better quality-cost. Here, the cost behavior seems to dominate, 
although this difference could certainly be due to sampling error. 

Years Emp/o yed at N 0 RC 
As might be expected from the preceding discussion, there is 

hardly any relation between years employed at NORC and career 
orientation. The Career Orientation Index shows no differences 
by length of time employed. The only one of the subindexes that 
shows anything is the Household Attitude Index, which we sug­
gested measures guilt feelings about interviewing. Table 8.21 indi­
cates that interviewers who have been at NORC for four or more 
years are somewhat more likely to have higher guilt feelings; 25 
per cent of interviewers who are low on the index (high in guilt) 
have been at NORC for four or more years, as compared to 15 per 
cent of interviewers high on this index. While there is no way of 
knowing the cause-effect direction, it is more likely that guilt 
increases somewhat with length of employment rather than length 
of employment increasing as interviewers feel guiltier. 

Table 8.20 Career Orientation Index Related to Better and Poorer 
Quality-Cost Interviewers (Per Cent) 

Career-orientation Quality-Cost 
Total Base N 

Index Better Poorer 

High (4 or more) 57 43 100 53 
Medium (2-3) 61 39 JOO 131 
Low(l or less) 51 49 100 105 
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While the career orientation items are interesting to analyze, 
because of their mixed behavior they are not very useful for pre.­
dieting the value of an interviewer. Only the Child-rearing Attitude 
Index seems to be of much use, since it is positively related to 
quality and does not seem to be related to cost behavior. 

ATTITUDES TOWARD INTERVIEWING AND 
INTERVIEWING ACTIVITIES 

Most of the variables we have discussed so far were probably 
not influenced by our interviewers' job experiences, but some 
such as guilt feelings about working may be. Attitudes toward 
interviewing, on the other hand, may be present at the time the 
interviewer is first hired, but are more likely to develop through 
experience. If this is so, then these are not good variables for 
measuring interviewer value, since after the interviewer is hired 
there are direct measures of cost and quality behavior. We discuss 
them here, however, since we are not certain that these attitudes 
were not present when the interviewer was hired. 

As with career attitudes, enthusiasm for interviewing is seen 
both in high cost and in high quality interviewers, but seems to be 
more related to cost than to quality. There seem to be two factors 
which are only slightly correlated. The first is an enjoyment of 
interviewing activities. This is related to both high cost and 
quality. The other is an attitude toward interviewing that views 
interviewing as a stepping-stone to another job or as a high 
prestige part-time occupation. This factor is positively related to 
high cost and negatively to quality. Neither of the factors are 
strongly related to number of years employed. 

Table 8.21 Household Attitudes Index Related to Years Employed 
at NORC (Per Cent) 

Household 
Years Employed 

Attitudes Index One Two- Four Total Base N 

Year Three Years 
or Less Years or More 

High (3-4) 32 53 15 100 162 
Medium(2) 31 48 21 100 116 
Low(O-l) 29 46 25 100 147 
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The first factor is described in an Interviewing Activities Index. 
One point is given on this index for each of the following answers: 

Prefer a questionnaire that has a great many open-ended 
questions, 

Like study and training very much, 
Like editing very much, 
Like field counting very much, 
Like listing very much, and 
Find maps very easy to read. 

The second factor is described in an Attitudes toward Inter­
viewing Index. One point is given for each of the following 
responses: 

See interviewing as a stepping-stone to another job, 
Interviewing provides an excellent opportunity to be 

helpful to others, 
Love interviewing and look forward to every assignment, 
No other employment now besides interviewing, 
Would like a full-time career if I had the opportunity, 
Not nervous at all when someone. first opens the door at 

an assigned household, 
Plan to continue interviewing indefinitely, and 
Interviewing provides me an excellent opportunity to 

use my special abilities or aptitudes. 

Quality 
Tables 8.22 and 8.23 show the relation between quality and 

attitudes toward interviewing and interviewing activity. It may be 
seen in Table 8.22 that of interviewers who were low on the Inter-

Table 8.22 Enjoyment of Interviewing Activities Index Related to 
Quality of Interviewing (Per Cent) 

Interviewing Quality 
Total Base N 

Activities Index High low 

High (3 or more) 52 48 100 88 
Medium(2) 54 46 100 84 
Low(0-1) 41 59 100 125 
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viewing Activities Index, 41 per cent are high quality interviewers, 
as compared to 53 per cent for those who were medium or high on 
this index. The reverse is the case on the Attitudes toward Inter­
viewing Index. Table 8.23 suggests that the least enthusiastic 
respondents are likely to be the higher quality interviewers. Of 
interviewers low on the Attitudes toward Interviewing Index, 59 
per cent are high quality as compared to about 50 per cent for 
those who are medium or high on this index. 

Cost 
Tables 8.24 and 8.25 indicate that the relation between high 

cost and enjoyment of interviewing activities is stronger than the 
relation between high quality and interviewing activities. Of inter-

Table 8.23 Attitudes toward Interviewing Index Related to Quality 
of Interviewing (Per Cent) 

Attitudes toward Quality 
Total Base N 

Interviewing Index High Low 

High (5 or more) 52 48 100 105 
Medium (3-4) 47 53 100 120 
Low (0-2) 59 41 100 82 

Table 8.24 Enjoyment of Interviewing Activities by High, Standard, 
and Low Cost Interviewers (Per Cent) 

Cost 
Attitude Total Base N 

High Standard Low 

All interviewers 32 52 16 100 377 
Like field counting 

very much 37 51 12 100 59 
Like listing very much 35 52 13 100 85 
Like editing very much 46 42 12 100 113 
Like study and train-

ing very much 36 48 16 100 220 
Prefer questionnaire 

with great many open-
ended questions 37 48 15 100 146 

Find maps very easy 
to read 38 47 15 100 136 
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viewers who are high on the Interviewing Activities Index, 43 per 
cent are high cost interviewers as compared to 25 per cent of 
interviewers low on this index. As is seen in Table 8.24 where the 
separate items of this index are presented, the single item most 
highly related to high cost is enjoyment of editing a questionnaire 
for clarity after the interview is completed. 

A stronger relation is found between attitudes toward inter­
viewing and costs, as shown in Tables 8.26 and 8.27. Among inter­
viewers who are high on the Attitudes toward Interviewing Index, 
45 per cent are high cost interviewers, as compared to 19 per cent 
of interviewers who are high cost among those who are low on this 
index. The separate items are given in Table 8.26, and it may be 
seen that the strongest relation is on the item "see interviewing 
as a stepping-stone to another job." 

Quality-Cost 
Since both quality and cost are positively related to the Inter-. 

viewing Activities Index, they cancel each other and there is no 
net effect. The relation between attitudes toward interviewing and 
quality-cost is still present, although weaker than the relation with 
costs alone. Table 8.28 shows that 48 per cent of interviewers 
scoring high on the Attitudes toward Interviewing Index are 
better quality-cost, as compared to the 61 per cent who are better 
quality-cost among those who are low on this index. 

Another item that seems related to quality and cost, but not 
much related to each separately is the interviewer's perception of 
the prestige of being an interviewer. The respondents were asked 
whether they believed that interviewing was higher, lower, or 

Table 8.25 Enjoyment of Interviewing Activities Index by High, 
Standard, and Low Cost Interviewers (Per Cent) 

Enjoyment of Cost 
Interviewing 

High Standard low 
Total Base N 

Activities Index 

High (3 or more) 43 43 14 100 132 
Medium (2) 29 55 16 100 96 
Low (0--1) 25 58 17 100 149 
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about the same in prestige as artist, public school teacher, play­
ground director, waitress, nurse, singer in night club, clothes 
presser in a laundry, saleslady in a store, welfare worker, chemist, 
and owner-operator of a lunch stand. An answer for a given occu­
pation was scored two if the respondent rated interviewing higher 

Table 8.26 Attitudes toward Interviewing Related to High, Standard, 

and Low Cost Interviewers (Per Cent) 

Cost 
Attitude Total Base N 

High Standard Low 

All interviewers 32 52 16 100 377 
I would like a full-

time career if I had 
the opportunity 36 51 13 100 157 

Interviewing provides an 
excellent opportunity 
to use my special 
abilities or aptitudes 35 51 14 100 217 

Interviewing provides an 
excellent opportunity 
to be helpful to others 40 44 16 100 121 

No other employment 
now besides 
interviewing 37 48 15 100 245 

Plan to continue inter-
viewing indefinitely 35 51 14 100 297 

See interviewing as a 
stepping-stone to an-
other job 44 38 18 100 67 

Not nervous at all when 
someone first opens 
the door at assigned 
household 37 53 10 100 188 

I love interviewing and 
look forward to every 
assignment 39 49 12 100 132 

Table 8.27 Attitudes toward Interviewing Index Related to High, 

Standard, and Low Cost Interviewers (Per Cent) 

Attitudes toward Cost 

Interviewing Index 
Total Base N 

High Standard Low 

High (5 or more) 45 43 12 100 130 
Medium (3-4) 30 55 15 100 152 
Low(0-2) 19 59 22 100 95 
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than most other interviewers, zero if interviewing was rated lower 
than most respondents rated it, and one if rated the way other 
respondents rated it. Of interviewers who were high on the Inter­
viewer Prestige Index, 52 per cent were better quality-cost inter­
viewers as compared to 64 per cent who were better quality-cost 
among interviewers who were low on this index. These results are 
given in Table 8.29. 

Years Employed at NORC 
Only the Attitudes toward Interviewing Index seems related to 

years employed at NORC. Table 8.30 shows that among inter­
viewers who are high on this index, 82 per cent have been with 
NORC for more than one year and 24 per cent for four years or 
more. On the other hand, of interviewers low on this scale, 64 per 
cent have been with NORC for more than a year and 17 per cent 
for more than four years. Again the direction of the cause-effect 
relation is unclear. Does longevity cause enthusiasm, or does en­
thusiasm cause longevity? 

In general, none of the measures in this section gives a clear-cut 

Table 8.28 Attitudes toward Interviewing Index Related to Better 
and Poorer Quality-Cost Interviewers (Per Cent) 

Attitudes toward 
Better Poorer 

Interviewing Index 
Quality- Quality- Total Base N 

Cost Cost 

High (5 or more) 48 52 !00 100 
Medium (3-4) 61 39 100 115 
Low (0-2) 61 39 !00 74 

Table 8.29 Interviewer Prestige of Better and Poorer Quality-Cost 
Interviewers (Per Cent) 

Interviewer Prestige 
Quality-Cost 

Total Base N 
Better Poorer 

High (14 or more) 52 48 100 IOI 
Medium(ll-13) 55 45 100 114 
Low (10 or less) 64 36 100 74 
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prediction of the value of an interviewer. Enjoyment of interview­
ing tasks as opposed to the glamour and prestige of being an 
interviewer is likely to mean that the interviewer will be high 
quality, but also high cost. The applicant who is attracted by the 
glamour of the job is likely to be a poorer quality-cost interviewer, 
but may be more likely to remain an interviewer. To confirm this, 
it will be necessary to ask these questions of applicants, rather 
than experienced interviewers. 

PREVIOUS EXPERIENCE AND KNOWLEDGE OF OTHER 
INTERVIEWERS 

Many field organizations have strong policies on hiring or not 
hiring interviewers with experience at other organizations. It is 
either argued that experienced interviewers will be more skillful 
or that they will be more costly because they have bad different 
training and have acquired bad habits. Sheatsley (1950) found 
little relation between past experience and quality, nor do we in 
this study. We do find, however, that interviewers who have 
worked for other organizations are somewhat more likely to be 
high cost interviewers, as shown in Table 8.31. Among inter­
viewers with past experience, 38 per cent are high cost as com­
pared to 28 per cent high cost among interviewers with no past 
experience. 

There is also some tendency for interviewers who know other 
interviewers to be high cost. The measure of interviewer contact 
with other interviewers is obtained by summing the number of 
other NORC interviewers with whom the respondent gets together 

Table 8.30 Attitudes toward Interviewing Index by Years Employed 
at NORC (Per Cent) 

Attitudes toward 
Years. Employed 

Interviewing Index One Two- Four Total Base N 

Year Three Years 
or Less Years or More 

High (5 or more} 18 58 24 100 101 
Medium (3-4) 33 47 20 100 189 
Low(0-2) 36 47 17 100 135 
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socially and the number of interviewers for other survey organi­
zations whom she knows. 

Table 8.32 shows that 40 per cent of interviewers who know 
five or more other interviewers are high cost as compared to 29 
per cent high cost among interviewers who know only one or no 
other interviewers. Essentially the same thing is seen in Table 8.33 
where only the number of non-NORC interviewers known is re­
lated to cost. 

Since interviewers known is not related to quality, the relation 
still holds comparing interviewers known to quality-cost. Table 
8.34 shows that 54 per cent of interviewers who know five or more 

Table 8.31 Previous Interviewing Experience by High, Standard, and 
Low Cost Interviewers (Per Cent) 

Cost 
Previous Experience Total Base N 

High Standard Low 

Yes 38 52 10 100 158 
No 28 52 20 100 219 

Table 8.32 Total Interviewers Known by High, Standard, and Low 
Cost Interviewers (Per Cent) 

lotal Interviewers Cost 
Total Base N 

Known High Standard Low 

5 or more 40 51 9 100 l07 
1-4 32 53 15 100 143 
0-1 29 51 20 100 127 

Table 8.33 Non-NORC Interviewers Known by High, Standard, and 
Low Cost Interviewers (Per Cent) 

Non-NORC Cost 
Total Base N 

Interviewers Known High Standard Low 

4 or more 37 54 9 100 113 
1-3 32 53 15 100 137 
0 29 49 22 100 127 



139 

Cost and Quality of Interviewers 

other interviewers are better quality-cost, while 63 per cent of 
those who know only one or no other interviewer are better 
quality-cost interviewers. 

FAMILY RESPONSIBILITY 
The common practice among survey research organizations is 

to avoid hiring applicants with heavy family responsibilities be­
cause of the fear that they will not have the time to complete as­
signments, and will be more likely to quit. While our results con­
firm this, they also indicate that interviewers with heavy family 
responsibilities are less likely to be high cost interviewers and 
more likely to be better quality-cost. This would suggest that heavy 
family responsibilities not be an automatic cause of rejection. 

The Family Responsibility Index was obtained by counting one 
point for each child in the household and adding one point for a 
yes answer to the question, "Do you feel obliged to spend sub­
stantial amounts of time with relatives other than your husband 
or' children?" Clearly, number of children and family responsibil­
ity are very highly correlated. This may be seen in Tables 8.35 and 

Table 8.34 Total Interviewers Known by Better and Poorer Quality· 
Cost Interviewers (Per Cent) 

Total Interviewers Quality-Cost 
Total BaseN 

Known Better Poorer 

5 or more 54 46 lOO 85 
2-4 54 46 100 108 
0-1 63 37 100 96 

Table 8.35 Family Responsibility by High, Standard, and Low Cost 
Interviewers (Per Cent) 

Family Cost 
Total Bose N 

Responsibility High Standard Low 

High (4 or more adults 
or children) 22 61 17 100 94 

Medium (2-3) 36 49 15 100 214 
Low(~!) 35 51 14 100 69 
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8.36, which relate first family responsibility, then number of chil­
dren to cost. Twenty-two per cent of interviewers with responsi­
bility for four or more adults or children are high cost interviewers 
as compared to 35 per cent high cost for those with responsibility 
for one or no persons. 

Since family responsibility is not related to quality, one would 
expect to see a relation to quality-cost. This is given in Table 8.37, 
which shows that 66 per cent of interviewers with high family 
responsibility are better quality-cost as compared to 50 per cent 
with low family responsibility. 

The fly in the ointment is that interviewers with heavy respon­
sibilities are more likely to resign. Table 8.38 shows that among 
interviewers with high family responsibilities, only 21 per cent 
have been with NORC for four or more years while 34 per cent 
have been here a year or less. Among interviewers with low family 
responsibilities, 34 per cent have been at NORC for four or more 
years and 19 per cent for less than a year. Thus, differential resig­
nation rates counteract reduced costs, so that family responsibility 
is not a good measure of the value of an interviewer. 

Table 8.36 Number of Children by High, Standard, and Low Cost 
Interviewers (Per Cent) 

Number of Cost 

Children 
Total Base N 

High Standard Low 

0-1 35 48 17 100 82 
2-3 34 50 16 100 224 
4 or more 22 65 13 100 68 

Table 8.37 Family Responsibility by Better and Poorer Quality-Cost 
Interviewers (Per Cent) 

Family Responsibility 
Quality-Cost 

Total Base N 
Better Poorer 

High (4 or more adults 
or children) 66 34 100 65 

Medium (2-3) 58 42 JOO 165 
Low(0-1) 50 50 100 48 
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EFFICIENCY AND SELF-SUFFICIENCY 

Efficiency in planning should be reflected by lower interviewing 
costs, and our results confirm this. An efficiency index was devel­
oped based on one point for each of the following responses: 

Self-rating of more efficient when asked, "Compared to 
most other women you know how efficient would 
you say you are?" 

·Generally plan week's menus in advance; 
Prefer to do everyday cooking myself all the time; 
Prefer to do cooking for special occasions myself all the 

time; 
Prefer hired help all the time for weekly household 

cleaning; and 
Prefer to read a road map rather than ask someone 

how to get there when going some place new. 
It can be seen that the items measure not only efficiency, but 

also self-sufficiency with these two characteristics being highly 
correlated. 

While neither quality nor cost alone are highly related to this 
index, Table 8.39 shows that there is a relation between efficiency 
and the quality-cost variable. Of interviewers who are high on this 
index, 63 per cent are better quality-cost interviewers as compared 
to 50 per cent among those low on the Efficiency Index. 

Table 8.40 suggests that there is a relation between years em­
ployed at NORC and efficiency. Among interviewers high on the 
Efficiency Index, one-third have been at NORC for four or more 

Table 8.38 Family Responsibility by Years Employed at NORC 
(Per Cent) 

Family 
Years Employed 

Responsibility One Two- Four 
Year Three Years 

Total Base N 

or Less Years or More 

High (4 or more adults 
and children) 34 45 21 100 100 

Medium (2-3) 33 52 15 100 248 
Low (0-1) 19 47 34 100 77 
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years and 27 per cent for a year or less. Among interviewers low 
on the Efficiency Index, 21 per cent have been at NORC for four 
or more years and 43 per cent for a year or less. Again, it is pos­
sible that greater efficiency is due to the demands of interviewing, 
rather than efficiency causing longevity. 

ACTIVITIES ENJOYED 

Interviewers were asked for a list of sixteen activities-either 
that they personally enjoyed or that they thought they would en­
joy if they had the opportunity to engage in them. An Activities 
Enjoyed Index, which correlated highly, was developed from the 
items. As will be seen, most of the items deal with outdoors ac­
tivities, which seems reasonable since a part of interviewing re­
quires walking from house to house. The items on the index each 
given one point are: mountain climbing, skiing, gardening, tennis, 
golf, making a speech, gossiping, and building furniture. 

A Sports Activities Enjoyed subindex was also derived using 
only the first five items on the list. 

Table 8.39 Efficiency Index by Better and Poorer Quality-Cost 
Interviewers (Per Cent) 

Efficiency Index 
Quality-Cost 

Total Base N 
Better Poorer. 

High (4 or more) 63 37· 100 83 
Medium (2-3) 56 44 100 156 
Low (0-1) 50 50 100 50 

Table 8.40 Efficiency Index by Years Employed at NORC (Per Cent) 

Efficiency 
Years Employed 

Index One Two- Four Total Base N 

Year Three Years 
or Less Years or More 

High (4 or more) 27 50 33 JOO 125 
Medium (2-3) 29 53 18 JOO 233 
Low(0-1) 43 36 21 100 67 
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Tables 8.41 and 8.42 show that there is a positive, but rather 
weak relation between quality and the Activities Enjoyed and 
Sports Enjoyed indexes. Among interviewers who enjoyed more 
than five of the activities, 51 per cent were high quality as com­
pared to 43 per cent of interviewers who enjoyed four or fewer 
of the activities. Similarly, among interviewers who enjoyed four 
or five sports activities, 55 per cent were high quality as com­
pared to 44 per cent high quality among interviewers who enjoyed 
three or less sports. 

Cost 
For a pleasant change, the Activities Enjoyed Index is nega­

tively related to cost so that it adds to rather than cancelling the 
quality measure. As seen in Table 8.43, of interviewers who were 
high on the Activities Enjoyed Index, 24 per cent were high cost as 
compared to 37 per cent among interviewers low on this index. 

Table 8.41 Activities Enjoyed Index Related to Quality of Interviewing 
(Per Cent) 

Activities Enjoyed Quality 
Total BaseN 

Index High Low 

High (7 or more) 51 49 IOO 68 
Medium (5-6) 52 48 IOO 110 
Low (4 or less) 43 57 100 129 

Table 8.42 Sports Activities Enjoyed Index Related to Quality of 
Interviewing (Per Cent) 

Sports Enjoyed Quality 
Total Base N 

Index High Low 

High (4--5) 55 45 100 114 
Medium (2-3) 43 57 IOO 127 
Low(0-1) 44 56 100 66 
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Quality-Cost 
Table 8.44 relates activities enjoyed to quality-cost. Of inter­

viewers who enjoyed five or more of the activities on the index, 
63 per cent are better quality-cost interviewers as compared to 
48 per cent of those who enjoyed four or less activities. Again, 
most of this is related to enjoyment of sports. Table 8.45 shows 
that 64 per cent of interviewers who enjoy four or more sports are 
better quality-cost interviewers as compared to 53 per cent of 
those who enjoy three or less sports. 

Although there is no relation between activities enjoyed and 

Table 8.43 Activities Enjoyed Index by High, Standard, and Low 
Cost Interviewers (Per Cent) ______________ . ___ _ 

Activities Cost 
Total Base N 

Enjoyed Index High Standard Low 

High (7 or more) 24 56 20 100 91 
Medium (5-6) 32 52 16 100 125 
Low (4 or less) 37 50 13 100 161 

Table 8.44 Activities Enjoyed Index by Better and Poorer Quality-Cost 
Interviewers (Per Cent) 

Activities Enjoyed Quality-Cost 
Total Base N 

Index Better Poorer 

High (7 or more) 61 39 100 66 
Medium (5-6) 65 35 100 103 
Low (4 or less) 48 52 100 120 

Table 8,45 Sports Activities Enjoyed Index by Better and Poorer 
Quality-Cost Interviewers (Pe_r_C_en_t_,_) _____________ _ 

Sports Enjoyed Index 
Quality-Cost 

Total Base N 
Better Poorer 

High(4-5) 64 36 100 62 
Medium (2-3) 53 47 100 121 
Low (0-1) 52 48 100 106 

http:Pe:;r_C.=.:;en:.:,.tL
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number of years employed at NORC, this variable does seem use­
ful in discriminating between better and poorer quality-cost 
interviewers. 

POLITICAL PARTY PREFERENCE 
Survey organizations have sometimes attempted to control for 

patty preferences of their interviewers, particularly on political 
surveys where this is a relevant factor. There is no reason to be­
lieve that party preference would be useful as a selection device, 
but our measures of interviewer value are all related to party 
preference, although none of the relations are particularly im­
pressive. Since party preference is known to depend heavily on 
geographic and socioeconomic variables, we would like to explore 
these, but our sample size and questionnaire design do not permit 
this. The results of this section should be treated cautiously-we 
are certainly not suggesting that Democrats not be hired as 
interviewers. 

The relations between party preference and the measures of 
interviewer value are given in Tables 8.46~8.49. Table 8.46 relates 
party preference and quality. Among Democrats, 43 per cent are 
high quality interviewers as compared to 52 per cent among Re-

Table 8.46. Political Party Preferences Related to Quality of 
Interviewing (Per Cent) 

Party Preference 
Quality 

Total 
High Low 

Democratic 43 57 100 
Republican and others 52 48 IOO 

Base N 

150 
157 

Table 8.47 Political Party Preferences Related to High, Standard, 
and low Cost Interviewers (Per Cent) 

Cost 
Party Preference Total Base N 

High Standard Low 

Democratic 37 48 15 100 188 
Republican and others 27 56 17 100 186 

http:8.46~8.49
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publicans and others. In Table 8.47, which relates party preference 
and cost behavior, it can be seen that 37 per cent of the Democrats 
are high cost as compared to 27 per cent of the Republicans and 
others; 

Combining these two results, Table 8.48 indicates that 63 per 
cent of Republicans and others are better quality.cost interviewers, 
while 50 per cent of the Democrats are better quality-cost. Finally, 
Table 8.49 relates party preference to number of years employed. 
A mixed picture is seen, with Democrats more likely to be new 
interviewers or those who have worked for NORC for four years 
or more. Our sample is too small to determine the reasons for this 
distribution but these facts should be considered. Those inter­
viewers who have worked for four years or more are most likely 
from the largest cities that were in the old NORC sample and are 
in the current sample. These largest cities are probably more 
likely to have a higher proportion of Democrats. Among inter­
viewers who were.recruited for the new sample, the ones who have 
remained longer seem more likely to be Republicans, but this too 

Table 8,48 Political Party Preferences Related to Better and Poorer 
Quality-Cost Interviewers (Per Cent) 

Party Preference 
Quality-Cost 

Total Base N 
Better Poorer 

Democratic 50 50 100 J39 
Republican and others 63 37 JOO J50 

Table 8.49 Political Party Preferences Related to Years Employed at 
NORC (Per Cent) 

Party 
Years Employed 

Preference One Two- four Total Base N 

Year Three Years 
or Less Years or More 

Democratic 39 23 38 JOO 203 
Rep11blican and 

others 23 54 23 100 222 
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may be due to size of community. The smaller towns and rural 
areas, which are the easiest to interview in and where opportuni­
ties for other employment are limited, are more likely to be 
Republican. Possibly, the same sort of reasoning explains the 
quality and cost differences related to party preference, and 
some of the other relations in earlier sections. 

MACHIAVELLIANISM 

The Machiavellian scales have been developed by Christie and 
Merton (1958) as a measure of the tendency to manipulate other 
people. The first two questions of the interviewer questionnaire 
form the basis for two scales known as Mach I and Mach II. 
Mach I does not discriminate well on highly educated groups, nor 
did it discriminate between any of the measures of interviewer 
value. Mach II, the second question, is based on a series of 
forced choice items. In general, respondents dislike these kinds 
of questions, and this one caused the most complaints among 
interviewers, but it did produce an interesting finding. · 

We had thought that interviewers high on the Mach scales 
would be high cost interviewers since they might attempt to 
manipulate NORC. Just the reverse turned out to be true as can 
be seen in Table 8.50. Of interviewers high on the Mach II Scale, 
66 per cent. were better quality-cost as compared to 51 per cent 
who were better among interviewers low on the Mach II. 

Since differences in quality are slight, this is mostly due to 
differences in cost. In other words, if any one is being manipu­
lated, it is the respondent and not the research organization. 

Table 8.50 Machiavellionism by Better and Poorer Quality-Cost 
Interviewers (Per Cent) 

Machiavellian Scale 
Quality-Cost 

Total Bose N 
Better Poorer 

High (5 or more) 66 34 100 83 
Medium (3-4) 54 46 100 105 
Low (2 or less) 51 49 100 IOI 
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PERCEIVED QUALITY AND COST 

The final two tables demonstrate a strong relation between 
perception and behavior. The best interviewers know it, and the 
high cost interviewers know it too. These perceptions are obtained 
from contact with supervisors and with other interviewers. It is 
possible, however, that applicants may be able to predict their 
quality and cost behavior when hired, and if so then self-perception 
might be the best predictor of interviewer value. 

The quality perception question asked, "How good an inter­
viewer do you think you are?" Of interviewers who said "One of 
the very best," 75 per cent were high quality as compared to 41 
per cent among those who were average or below, as is shown in 
Table 8.51. Note, however, the small case base for interviewers 
claiming to be one of the very best. 

The cost perception question asked, "How do you think your 
costs compare to those of other interviewers in your area?" Table 
8.52 indicates that 77 per cent of interviewers who thought that 
their costs were above average were high cost interviewers as com­
pared to 14 per cent who thought their costs below average. 

Table 8.51 Perceived and Actual Quality of Interviewing (Per Cent) 

Perceived Quality 
Quality 

Total Base N 
High Average Low 

I am one of the very best 75 8 17 100 24 
I am above average 49 41 lO LOO 156 
I am average or below 41 30 29 100 143 

Table 8.52 Perceived Costs by High, Standard, and Low Cost 
Interviewers (Per Cent) 

Cost 
Perceived Cost Total Base N 

High Standard Low 

My costs are above 
average 77 23 0 100 22 

My costs are average 32 52 16 100 268 
My costs are below 

average 14 60 26 100 42 



149 
Cost and Quality of Interviewers 

Again, however, the case bases for both above and below average 
are small. 

SOME VARIABLES THAT DON'T WORK 

In this section we list the other variables included in the ques­
tionnaire that did not appear to be related to any of the measures 
of interviewer value. 

Happiness.-We had thought that less happy interviewers 
would charge more than happy ones or be lower quality inter­
viewers, but there were no differences. 

Financial need.-An attempt was made to measure financial 
need with the idea that interviewers with strong financial needs 
would charge more than those withou't these needs, or that need 
might be related to length of service. We found, however, that 
hardly any NORC interviewers have pressing financial needs or 
admit to working for this reason. Nor are any differences seen 
in the interviewer value measures when total family income or 
husband's occupation is used. 

Membership in other organizations.-Almost all interviewers 
are active in many other organizations so this variable cannot be 
related to anything else. 

Religious behavior.-We could find no differences in quality 
or cost related to either denomination or religiousness. 

Perjectionism.-No table is given, but there is a weak relation 
between perfectionism and cost. Of interviewers who like to see 
the job done perfectly, 37 per cent are high cost interviewers as 
compared to 29 per cent among interviewers who are satisfied if 
the job is done well but less than perfectly. 

Size of place where raised.-There was no relation between the 
value measures and whether the interviewer was brought up 
mostly on a farm, in a town, in a small city, in a large city or in 
a suburb of a large city. 

COMBINATIONS OF VARIABLES 
If the sample size were larger, the next step in the analysis 

would be to cross-classify our interviewing variables with com­
binations of the independent variables. Since this is not possible, 
a multiple regression procedure is used. This procedure is used, 
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not because it solves the problems of the small samples, but be­
cause the computer programs are well developed and regression 
lines can be computed quickly and cheaply. 

The problem of discriminating between groups on the basis of a 
series of items is far from solved theoretically. Readers with some 
mathematics background will be interested in Solomon's Studies 
in Item Analysis and Prediction (1961) and particularly in the 
detailed discussion of Anderson's W statistic, which is related to 
the multiple regression technique. 

Further, most of the variables we consider are qualitative 
rather than quantitative, and there are serious doubts that the 
normality and linearity assumptions are met. Finally, the small 
size and the peculiarities of our sample and our search procedure 
for explanatory variables would certainly keep the results from 
holding exactly true for other populations. 

For this reason, we merely present in this section the combina­
tions of variables that seem to best predict the various inter­
viewer values. We do not give beta coefficients since, given the 
limitations mentioned above, they are more likely to be confusing 
than helpful. At this stage, we have merely tried to identify those 
variables that should be studied by other survey groups who wish 
to evaluate their interviewer applicants. 

The regression procedures also give estimates of the amount of 
variation explained among interviewers by the independent vari­
ables. While we shall give these estimates, they are subject to the 
same limitations mentioned. It should be noted that for all our 
interviewer variables, the independent variables explain only a 
minor part of the variance. While these variables are useful, they 
should never be used in place of supervisor judgment. 

Quality 
As one would expect from looking at the indexes separately, 

the combination of variables that best predict high quality are 
(in probable order of importance): 

Need achievement 
Career orientation 
Education and intelligence 
;Attitudes toward interviewing (negative) 



Interviewing activities 
Activities enjoyed 
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Using these variables gives a multiple R of .4 which means that 
about 15 per cent of the variation is explained. The first three of 
the variables account for the major part of the explanation in the 
regression model, as is generally the case. 

Cost 
The variables most useful for predicting high cost behavior are: 

Career orientation 
Attitudes toward interviewing 
Interviewing activities 
Family responsibility (negative) 
Activities enjoyed (negative) 
Education and intelligence (negative) 
Total interviewers known 
Previous interviewing experience 

Using these variables gives a multiple R of about .45, which 
means that about 20 per cent of the variation in costs is explained. 
Note the high degree of overlap in the independent variables be­
tween quality and cost with only Need Achievement and Family 
Responsibility as exceptions. Total Interviewers Known and 
Previous Interviewing Experience explain only a small part of the 
cost variables and have some small relation to quality. 

We are faced with what some social scientists call the "fully­
only" problem. Are we pleased that according to our regression 
procedures fully 15 to 20 per cent of the variance is explained, or 
are we disappointed that only 15 to 20 per cent is explained? The 
reader must decide for himself. The author finds these results to 
be promising, although there is certainly the possibility that they 
could be improved. For example, if self-perceptions of quality and 
cost proved to be as highly correlated with actual behavior of 
applicants as they are with experienced interviewers, then the 
predictions would be improved considerably. 

It should also be remembered that costs and quality may de­
pend to a large extent on the local supervisor. In hiring and in 
training and controlling interviewers, her behavior may be respon­
sible for much of the variation between interviewers. We are, 
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however, unable to measure this since only a single supervisor is 
used in a sampling area, and thus supervisor characteristics are 
confounded with the sampling area. 

Quality-Cost 
Combining cost and quality, the better quality-cost variable is 

best explained by the following independent variables: 
Need achievement 
Activities enjoyed 
Education and intelligence 
Mach II 
Attitude.S toward interviewing (negative) 

Because of the mixed relations of some of the variables with 
both cost and quality, the estimated multiple R is about .35, which 
means that about 12 per cent of the variance is explained. 

Other survey organizations testing these variables may wish to 
omit the Mach II scale because of the earlier discussed difficulties 
that respondents have in answering the questions. 

Years Employed at NORC 
The most difficult of the variables to predict is longevity, for 

reasons discussed earlier. It is not too surprising to learn that the 
best combination of variables yields a multiple R of only .25, 
which means that only about 5 per cent of the variance in lon­
gevity is explained. The independent variables used are: 

Education and intelligence 
Attitudes toward interviewing 
Family responsibility (negative) 
Efficiency 

As a general concluding remark, the combinations of variables 
that seem most important on the regressions are pretty much 
what one would have predicted from looking at the separate 
indexes. This is because none of the indexes are highly correlated 
with each other. Since this work has been exploratory, the ten­
dency has been to include variables even if they are only weakly 
related to the interviewing value variables, and to leave the win­
nowing, of the best predictors for the future. Of course, it may 
turn out that variables that were not considered in this chapter 
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are even better predictors than the ones included here. We sus­
pect, however, that the most critical attributes of an interviewer 
cannot be captured in a questionnaire, but must be uncovered by 
a sensitive high quality field supervisor. 
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The Use of 
Computers To Code 

Free Response Answers 
in Survey Research 

INTRODUCTION 

Asking respondents fo give verbal or written statements to 
questions has long been a major method of gathering data in 
survey research. This form of gathering data has most often been 
used instead of precoded forms when precoding is too complicated 
or cumbersome, or when types of responses cannot be determined 
in advance. For example, a detailed listing of occupational titles 
is simply too complicated and cumbersome; one should not expect 
an interviewer or respondent to handle it. Nor is it possible\ to 
construct codes in advance for a question such as, "What kinds of 
things do you worry about most?" 

Typical procedures for coding open-ended questions have in­
hibited their full usefulness. On the basis of a very limited sample 
of the responses, the analyst must determine how he wishes to 
categorize all responses. Most often categories are one-dimen­
sional and occasionally two-dimensional, but the codes can sel­
dom be more complicated. After a set of codes has been established 
and used to categorize natural language response, time and money 
pressures almost always prevent recoding, no matter how brilliant 
or insightful an idea the analyst may have as he examines the tabu­
lated results. 

Many ways in which data might be summarized have not been 
used because it was assumed that they were beyond the technical 

Bruce Frisbie was the senior author of this chapter. 
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capacity of survey procedures. For example, it has not been fea­
sible to use free response information to evaluate a respondent's 
state of psychological well-being or his attitude toward his life 
situation. It is unrealistic to ask interviewers or students to make 
such judgments because they lack sufficient training. On the other 
hand, there is little likelihood that trained psychologists will read 
and evaluate two or three thousand interviews along such dimen­
sions; the task would be laborious, and the expense prohibitive. 

THE GENERAL INQUIRER 

This chapter describes some experimental work at NORC on the 
use of computers in coding responses to open-ended questions. 
Because of the progress made in the speed of processing data, the 
amounts of data that can be handled, and the variety of ways in 
which the same raw data can be analyzed, much work has been 
done on processing and summarizing natural language data by 
computer (Doyle, 1965; Iker and Harway, 1965; Simmons, 1965). 
One very important system for analyzing or summarizing the con­
tent of natural language text has been developed at Harvard, prin­
cipally by Philip Stone, and is called the General Inquirer (Stone 
et al., 1962; Stone and Hunt, 1963; Dunphy et al., 1965). Since 
our ideas and methods evolved from attempts to use the General 
Inquirer (Harvard III dictionary), it may be useful to give some 
of its history. 

In this system the input information, or the data to be pro­
cessed by machine, is natural language text, such as that which 
you are now reading, composed of words and phrases, sentences 
and paragraphs, divided into sets of texts or sets of respondents. 
The text is on data processing cards or tapes, rather than on 
standard sheets of paper. A large list of words-a dictionary of 
them-defined by an arbitrary number of concepts (usually of cur­
rent usage in the. behavioral sciences) is stored in the computer, 
which compares each word or phrase in the data with this diction­
ary. All words listed in the dictionary which have been defined 
as representing a given concept are assigned a number represent­
ing it. (For example, concept SELF is defined as l, me, mine, all 
of which have the number 01, the numeric meaning of SELF.) A 
sentence is read into the computer, and each word and phrase in 
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the text is compared with each word and phrase in the dictionary. 
A sequence of numbers representing the concepts found by match­
ing the text and dictionary words and phrases is then assigned to 
the sentence. All words and phrases occurring in the text but not 
in the dictionary are sent to a different tape so that the untagged 
words can be reviewed later. Since the concepts or codes are al­
ways devised by the analyst, all the criteria for coding or sum­
marizing the data are explicit and predetermined-the machine 
merely does the work. 

The General Inquirer system has often been compared to a dic­
tionary. The format in which the system is used by the computer 
does indeed look like a dictionary (as previously described). As an 
idea, however, it is most similar to a thesaurus; it is a set of con­
cepts by which words are grouped as similar or dissimilar. Each 
concept is defined by a list of words and phrases and the list of 
concepts defining the words comprises the dimensions of the 
thesaurus. The system only resembles a dictionary in that a list of 
words and phrases and their thesaurus definitions exists. Not all 
words are defined by the concepts. The thesaurus does not neces­
sarily include all words and phrases or all categories of meaning in 
the natural language. The concepts used to categorize words are 
merely those of interest to the analyst. 

The history of the General Inquirer's origins and development 
began at Harvard University as an extension of Interaction Pro­
cess Analysis, devised by Robert F. Bales ( 1950). The Bales tech­
nique is used for description and analysis of small group interaction 
and measures how people relate to each other, but not the sub­
stance' of their conversations. It soon became apparent that it 
would be helpful to know something about the substance as well 
as the form of interaction in small groups. From this desire for 
such summary information grew the idea of automated proce­
dures for analysis of natural language text. The idea of using a 
constant set of categories for analyzing discrete words within a 
sentence-the sentence forming the smallest unit for an action­
oriented description and analysis-is quite consistent, if not a log­
ical outgrowth of the initial Bales system. Philip Stone was 
intrigued by Bales' idea and began working on ways to implement 
the idea operationally. Although a host of people here and abroad 
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have expressed interest in the system and have worked with it, the 
primary orientation of almost all users of the system has been 
psychological or has usually involved extensive analysis of small, 
or homogeneous, groups of people or texts (Dunphy, 1964; Paige, 
1964; Smith et ai., 1965). To the best of our knowledge, this study 
represents the first and most extensive attempt to modify and use 
any such automated procedure for analysis and summary of sur­
vey materials. 1 

The chief difference between other approaches and the NORC 
approach is that, while other data have been small in size or highly 
homogeneous in nature, NORC data are neither small nor homo­
geneous. In the study to be discussed later, the sample was 540 
respondents who spoke about 35,000 words. The analysis was 
multivariate, involving at least twenty different ways of analyzing 
the text from the viewpoint of independent and control variables. 

Many of the issues and problems discussed in this chapter have 
emerged because of the heterogeneous nature of the sample and 
the heterogeneity of variables used in multivariate analysis. This 
is especially true in regard to developing and operationally de­
fining lists of idioms and homographs and in regard to developing 
a general procedure for construction of any dictionary. To solve 
these problems, the system has been reoriented to a general meth­
od applicable to a wide variety of data. 

The next section will discuss and show the usefulness of the 
General Inquirer for existing survey research procedures in pro­
cessing and analyzing natural language information. This will 
involve the types of data that can be handled, a discussion of the 
comparative cost of manual and non-manual techniques for data. 
processing, and benefits for analysis. The following section will 
discuss possible uses of the General Inquirer in extending analysis 
in survey research. The final section describes the general process 
for building any type of dictionary and the problems involved in 
using a dictionary-based system for coding natural language text. 

'E. Scheuch, then at Harvard and now at the University of Cologne, has studied 
the possibilities of using the system for help in summarizing, storing, and re­
trieving questions asked in surveys for data archive purposes (Scheuch and Stone, 
1964). 
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CURRENT USES IN SURVEY RESEARCH 
The types of information which are not precoded, in which the 

respondent must answer a question in his own language, are le­
gion. The purposes for asking a question as well as the ways in­
formation may be summarized are no less various or complicated. 
A respondent may be asked to list all jobs he has held, companies 
for which he has worked, schools he has attended, or different 
cities in which he. has lived. He may be asked questions requiring 
more complicated responses, such as how he feels about having 
leisure time, what it means to him, what he has been concerned 
about recently, how he reacted to the Cuban crisis, what is good 
or bad about his marriage, or the duties of his job. Both types of 
questions are commonly asked in surveys, and responses to each 
type may be summarized in several ways, all potentially useful. 
We shall consider only two examples, one involving a simple 
"information" -seeking question and another involving a "thema­
tic" question. 

Information Responses 
As our first example, let us take the responses to the question, 

"What kind of work do you do?" The coding scheme for this type 
of data is usually composed of three units of information: kind of 
occupation (farmers, managers, officials, proprietors, clerical 
workers, etc.), kind of employing organization, and perceived 
status of the occupation. The occupations may be divided into 
twelve to eighteen different categories and the perceived status 
of the occupation into decile rankings, either ninety-nine or ten 
discrete units, depending on the complexity of analysis and sam­
ple size. Assume that a list of about one thousand titles has been 
extracted from a much larger source, distributed to the coders, 
and explained to them. Armed with the list, the coders then re­
ceive bundles of questionnaires. Each one must find the appro­
priate page on which the'information about occupation is written, 
read the title, search for this title in the summary list, find the 
occupational title's appropriate numeric equivalent, transcribe 
this number sequence to the questionnaire, and close the question­
naire. The process is repeated over and over. Generally, this type 
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of coding task is extremely tedious. Boredom tends to create a 
high frequency of random error and unproductive use of time. The 
specific ways in which errors occur are in associating the wrong 
number sequence with the occupational title, incorrectly tran­
scribing the number sequence, and making keypunch errors due to 
illegibility of the transcribed number. 

Analysts who must resolve the problem of processing list in­
formation, such as occupational titles, usually resolve it in one of 
two ways: If the information is not considered crucial for the 
study, it is simply ignored and becomes part of the stockpile of 
unprocessed items of information remaining in questionnaires. If, 
however, the information is a direct and important part of the 
analysis, it is coded. Codes used are general and broad, easy to 
code, but sometimes of limited use for detailed analysis. The 
issues of time, money, and staff dictate that complicated coding 
procedures not be used, resulting in a great deal of lost informa­
tion, much of which could be useful. 

Examples of list information other than occupational titles are 
ethnic backgrounds, religious affiliations, cities, nations, colleges 
or universities, fraternal or professional organizations, business 
corporations, titles of books, magazines, and newspapers, etc. The 
lists are usually quite long, but the responses are usually quite 
short. The types of coding schemes or categories used to summa­
rize the data are, optimally, large enough to be cumbersome both 
in construction and use, but, relatively speaking, not nearly so 
unmanageable as non-list types of information. They are usually 
summarized along two to six dimensions. 

How can a computer coding system such as the General In­
quirer help code this type of data? Basically the job to be done is 
to match a short set of words with an identical set and translate 
the matched set into a numeric equivalent. Rather than have 
people do this tedious search-and-find task, the machine can 
search, compare, and categorize symbols with great speed. Fur­
ther, the list of titles which can be compared is much larger than 
those which can be efficiently used by manual coders. A list of 
particular titles stored in the computer for comparison against a 
sample can be 6,000 or tnore titles long, and the computer is in­
different to the number of dimensions used to categorize the data. 
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Indeed, several completely different or opposing theoretically 
based coding schemes can be used at the same time, with no loss 
of speed or information. 

We do not contend that the entire job can be handled by auto­
mated procedures, nor even that it should be done this way. We 
estimate that between 85 and 90 per cent of the coding jobs per­
taining to list information do not require an interpretation on the 
part of the coder. A great deal of list data is quite unambiguous. 

The General Inquirer has two properties extremely useful for 
coding list information: ( l) All information not matched or found 
within the computer dictionary of titles is separately stored and 
summarized and automatically becomes one type of output (in­
cluding all ancillary information, such as respondent identification 
number) for the analyst to review. (2) The types of categories used 
by the computer are absolutely arbitrary, being completely at the 
analyst's discretion. This latter attribute allows one to automa­
tically pre-edit. For example, there may be many general job titles 
or specific industries in which job titles are known to be difficult 
to classify unambiguously. There may be many conditional uses 
of the same job title, and the criteria for deciding how the job 
should be summarized cannot be handled easily by the computer. 
Those titles that might cause problems in automated summarizing 
can have a separate code of their own, one which does not code 
them, but automatically feeds them back to the analyst or coder 
for manual inspection and evaluation. The list information known 
to need human evaluation for correct classification is automa­
tically sorted out, in its original form, and is arranged for further 
manual processing. Thus new information is automatically sum­
marized for further evaluation, and ambiguous information is 
also summarized for manual coding procedures. Another useful 
aspect of this system is that the dictionary can quite readily be 
updated or changed. If a new or unexpected job title occurs 
frequently, it can be placed within the dictionary and the person 
who next uses the list will not have to worry about it. 

As with any computer operation, the initial costs are large. Thus 
it would. not be economical to build a dictionary of occupations 
or, indeed, any dictionary of list information for a small one-time 
sample. But the costs of keypunching and computer coding the 
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information once the dictionary is established would probably be 
substantially less than the costs of manual coding. Furthermore, 
such a dictionary would be of considerable value to other survey 
houses, who could either borrow, rent, or purchase it. It should 
be stressed that the initial costs are not exorbitant. Dictionary 
construction of occupational or organizational titles would make 
sense for large samples, for smaller continuing studies, or for in­
formation routinely sought in a wide variety of studies. 

Thematic Responses 
However, list information is only one type of open-ended in­

formation. Open-ended questions are also asked of respondents 
when the analyst does not know what types of responses he will 
get, when he does not know exactly how he will want to summa-. 
rize the responses, or when tbe types of summaries he wants are 
not amenable to precoding. Part of our initial interest in com­
puter techniques was to see if complicated forms of language 
analysis could be machine coded. To do this we selected a study 
and question designed to offer as many open-ended responses as 
possible and which contained other information directly relevant 
to such a comparative analysis of measurement techniques. Fur­
ther, the responses to the open-ended questions had already been 
manually coded. We had to simulate the task of manual coding 
within the framework of a previously determined set of codes. 

The respondents form part of the basis for a study of behavior 
related to mental health, now in progress at NORC under the 
direction of Norman Bradburn. The question we selected from 
this study asked about the concerns or worries people had had in 
the last two weeks: "Everybody these days has some things he 
worries about-some big and some small. What about the big 
things? What would you say has worried you or been on your 
mind most in the past few weeks?" 

Three coding schemes were used to summarize the written 
information: 

l. The substantive area about which the respondent expressed concern, 
a. marital problems, 
b. financial concerns or unemployment, 



162 
Reducing the Cost of Surveys 

c. health or medical worries, 
d. national or international tensions, 
e. problems with children, and 
f. work or job problems (not unemployment); 

2. The referent of the worry (whom the respondent was concerned 
about), and 

3. The total number of different worries the respondent had. 

We chose to simulate three of the substantive areas of concern 
(b, c, and d), as they differ considerably in size and complexity 
of coding task. The verbatim responses from the questionnaires 
were punched onto data processing cards. 

The dictionary we constructed to test these data and codes is 
far from perfect. Our first intention was to build a slightly modi­
fied version of the Harvard III General Inquirer dictionary. After 
this plan failed (it had no idioms and was too "high class"), we 
decided to build an idiomatic language dictionary encompassing a 
wide range of dimensions (based again on the General Inquirer), 
hoping it would be of general use in the field of survey research. 
Isolating and defining idioms and homographs was done by using 
a wide variety of idiom and slang dictionaries, H. L. Mencken's 
American Language, and som,e of the warehouse of raw text 
gathered from responses to any number of open-ended questions. 
After several months of extremely frustrating work we realized 
that no single general dictionary would ever be very useful, and 
that our time would be best spent in constructing specialized 
dictionaries designed to be of quick and meaningful use for a par­
ticular study problem, such as race relations, or a particular 
geographic area, such as Appalachia. 

The dictionary, as used here, is much less "well educated" or 
formal than others, is highly oriented toward idiomatic expres­
sions and contexts for differentiating homographs, has not been 
edited or checked for errors, and is based on a priori, non­
empirical word inclusions and exclusions. 

We first compared the machine and manual codes to see if the 
machine coding procedure could equal or surpass the accuracy of 
manual coding. Remembering that the dictionary we used was 
quite primitive, we were encouraged to find that generally the 
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machine and manual coding methods gave about the same over­
all results. Each method had some advantages and some disad­
vantages which are worth discussing. 

Variability of specific topic and vagueness of speech used to 
describe a subject of concern are major problems in using a 
computer to code natural language data. It is in these areas that 
the machine does less well than the manual coder. The manual 
coder is more sensitive to abuses and nuances of speech. Our lack 
of knowledge of the diversity of idiomatic expressions and homo­
graphs was the most critical area for the success or failure of 
computer coding. 

On the other hand, a topic that has relatively specific or finite 
word lists associated with it can be better handled by computer. 
The most succinct example of this is the theme of employment 
or money. A single word can easily be overlooked by a coder 
scanning a page of words. This is not true of the computer. It 
systematically processes all the text and it never gets bored or 
tired while doing so. Further, random error is found only in 
manual coding, not in computer coding. Each and every misclassi­
fication can be and is accounted for when using computer meth­
ods. This is hardly the case for any manual coding method. 

A detailed examination of the three themes will clarify these 
generalizations. The results are given in Table 9.1. Overall, it can 
be seen that both the computer and the manual coders were right 
92 per cent of the time, but the computer overestimated the num­
ber of worries while manual coders underestimated worries. The 
text of the respondents (who were differentially coded) was read 
and judged to determine which scheme was correct. 

When the computer missed a worry it was primarily because the 
computer did not recognize the idiom used. Thus in the search for 
worries about financial concerns, the computer missed items such 
as "enough to live on," "paid off," and "out of the hole." On the 
theme of national or international tensions, the computer missed 
responses such as "that Alabama thing," "I'm sorry for the people 
in Dallas," "Communism frightens me," or "our gold standard 
is shaky." These expressions were not in the dictionary. Manual 
coders were not so noticably systematic in their errors. They were 
likely to miss an expression of worry if it was stated as a single 
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word or if the response could be interpreted in more than one way. 
Thus such words as "money," "debts," "bills" were occasionally 
missed in coding financial concerns, and a mother complaining of 
her problems with a sick .but attention-seeking child could be 
coded as either a "medical" or a "children" problem. However, 
there was usually no such reason for inaccurate manual coding. 

Both the computer and manual coders did, about equally well 
in coding the absence of worries. Only on the item dealing with 
national and international tensions did the computer misclassify 
more respondents than did the manual coders, and this was pri­
marily due to the inclusion of worries about local and city affairs. 
This is not a major problem, since with rare worries such as those 
connected with national and international tensions it is better to 
make the classification broad, then to cut back later. This presents 
no problem to the computer or to the analyst, although it would 
mean complete recoding if done manually. 

Consider, now, the comparative costs of manual and machine 

Table 9.1 Correct and Incorrect Classification of Three Types of 
Worries by Computer and Manual Coding (NORC Happiness Study) 

Both Computer Manual 

Topic 
Computer Correct- Correct-

Total 
and Manual Manual Computer 

Correct Incorrect Incorrect 

Employment. money. 
job problem worries: 
Yes 81% 

(203) 12% (30) 7% (18) 100% (251) No 88 100 
Total 85 

(255) ~ (17) ~ (17) 100 
(289) 

Health, medical 
(458) (47) (35) (540) 

concerns: 
Yes 80 (229) 16 

(47) 
4 

(10) 
100 

(286) 
No 72 5 23 100 

Total 76 
(183) 

JI 
(12) 

13 
(59) 

100 
(254) 

National. inlernalional 
(412) (59) (69) {540) 

tensions: 
Yes 62 

{15) 
25 

(6) 
13 (3) 

100 
(24) 

No 93 2 5 100 
Total 93 

(481) 
3 

(8) 
6 

{27) 
JOO 

(516) 
(496) (14) (30) (540) 

Total, three 
questions 84%(1,366) S%(120)' B%(134) I OO% ( 1,620) 
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coding. For the very specific types of questions, such as those 
that deal with worry, some setup time will be required for each 
new question and study. It is the professional time involved in 
setting up (or modifying) the computer dictionary that will almost 
always make this a more expensive procedure. If setup costs were 
omitted, then' the computer would probably be no more expen­
sive, and perhaps a little cheaper, than manual coding. Computer 
coding requires substantial keypunching and machine processing, 
but these costs are less than typical coding costs if one includes 
the hiring, training, and supervision of coder.s plus the overhead 
expenses of space, organizational size, etc. 

The important difference is the time that the survey analyst and 
his assistants spend in dictionary construction. Determining which 
codes or sets of codes might be most appropriate for analysis 
never has and never will be a predictable task. Sometimes precon­
ceived notions about responses are analytically correct, sometimes 
they are not; new ways of thinking about analysis often are gen­
erated from the raw data itself, and these ideas must be molded 
and honed and clarified for use in analysis and coding. However, 
once the categories for coding have been defined, any reasonably 
intelligent clerk can place the appropriate words and phrases 
within the categories. Anyone who can code open-ended informa­
tion can place words and phrases into a scheme of prearranged 
categories, especially if all the words and phrases are alphabetized 
and appear within the context of a sentence. 

Transcribing the verbatim responses is easily done by keypunch 
operators; both operators and machines punch written and nu­
meric information. The cost of transcribing verbatim information 
is the proportion of extra keypunching that operators must do to 
transcribe all the information contained in the questionnaire. 
Thus, if it takes an operator three-quarters of an hour to do all 
but the written information and two minutes to do the written 
information, the additional cost of keypunching is 4 per cent. 

In conclusion, we have shown that computer methods can be as 
efficient as manual methods in the coding of free response infor­
mation; that the computer method can be very expensive if put 
only to limited use, but less expen~ive than manual methods if 
used repeatedly; and that there are several advantages in the com-
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puter method not available by manual coding methods. For ex­
ample, the computer method offers far greater flexibility in the 
use of codes for open-ended responses and allows access to the 
data at all times. By increased flexibility we mean that the analyst 
can use any variety of codes, either detailed or refined aspects of 
some large theme or completely different ways of coding the same 
data. For example, he can differentiate respondents who worry 
about financial concerns and those who worry about unemploy­
ment; he can separate those who are concerned about getting 
more money from those who are concerned about not having 
enough to make ends meet; he can separate those who have seri­
ous medical problems from those who have only routine medical 
worries, etc. This flexibility offers the analyst the opportunity to 
determine empirically the coding scheme that will maximize his 
understanding of the responses and his analysis of the data. Fur­
thermore, the analyst can have-if he chooses-first-hand contact 
with the data whenever he desires; previous technology tended to 
inhibit the analyst's contact with and understanding of the in­
formation. This method eliminates the technical middlemen who 
stand between the analyst an.d his data. The analyst can now pro­
ceed sequentially, using earlier codes and results to suggest still 
more useful codes, to arrive, finally, at a more complete under­
standing of the data, with confidence in the validity of these codes. 

Latent Response 
As was mentioned earlier, another purpose of our inquiry was 

to see if computer content analysis could be used to tap latent 
dimensions in respondent answers to open-ended questions. In 
this section we report our attempts to measure latent social 
psychological dimensions using open-ended responses. The data 
are far from optimal for such a test-all responses were recorded 
by interviewers. We do not know the interviewer's effect on the 
kinds of words used by respondents or the choices of topics which 
they mention in response to the question. It is not surprising, how­
ever, that we were unsuccessful in tapping latent dimensions other 
than those of the crudest type, as it seems reasonable that the area 
of content in which we are interested-the style of words used to 
describe a worry-would be the one most likely to be altered by 
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an interviewer. Yet the results indicate that further work in 
analyzing verbatim responses might well be worth the effort 
(Cronbach, 1960; Dohrenwend, 1965; Payne, 1965). 

Social psychologists have been concerned with measuring (de­
veloping scales for) personal orientations such as optimism vs. 
pessimism, fatalistic vs. manipulative views of the universe or 
environment, open- vs. closed-mindedness, authoritarian vs. non­
authoritarian personalities, anxious vs. non-anxious orientations, 
high vs. low affectivity levels, etc. All such measures have been 
based on sets of responses to a variety of checklist questions ask­
ing respondents for their perceptions of potential or real feelings 
and behavior. Clinicians have used projective techniques for de­
scribing similar orientations in individual personalities. They tend 
to treat the responses as real behavior; the person is doing some­
thing in the act of responding. We intend to apply these clinical 
techniques (needless to say in a very limited way) to open-ended 
responses. We hope to open a new avenue for the social psycho­
logist using survey methods to tap basic or latent personality 
dimensions or orientations. 

We will compare responses to open-ended questions with re­
sponses to related checklist items. We may ask, for example, if 
people who state they worry "a lot" (opposed to those who state 
they never worry) actually talk more about their worries in an 
open-ended context. 

The question used to measure verbal responses, as transcribed 
by interviewers, is, "What have you been concerned about re­
cently'?" The concept used to summarize the natural language 
information was derived, by and large, from the Harvard III 
General Inquirer dictionary. The kinds of tags or concepts used, 
ninety-three in all, cover several sets of general themes. The names 
of the concepts used to classify words and phrases are shown 
on the following page. 

One example of latent themes we measured was orientation to­
ward financial problems. Some people worry about expenses: pay­
ing their bills, finding money to make ends meet, or in general 
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adapting themselves to an inflexible economic situation. Other 
people are more active in changing their economic circumstances. 
They may try to earn more money to gain economic security. We 
tried to measure these orientations by arranging words and 

National Opinion Research Center Idiomatic Dictionary 

Persons 
Self 
Selves 
Others 

Male roles 
Fem ale roles 
Neuter roles 

Groups 
Small groups 
Large groups 

Physical Objects 
Body parts 
Physically normal states• 
Tools 
Natural objects 
Non-specific objects 

Physical Qualifiers 
Sensory 
Time 

Duration• 
Frequency* 

Space 
Quantity 

Environments 
Social place 
Natural world 

Culture 
Ideal values 
Deviations 

Physical deviations• 
Normative actions 
Message forms 

Economic forms• 
Thought forms 

Emotions+ 
Arousal 
Urge 
Affection 
Pleasure 
Distress 
Anger 
Regnancy, import• 

Thought 
Perception,"sense 
Cognition 
Condition 
Comparison• 

Sameness-Differentness• 
Not 
Cause 

Action States 
Communicate 
Approach 
Attempt 
Achieve 
Consume 
Attack 
Control 
Guide 
Work 
Stasis 
Decline• 
Avoid 
Follow 
Expel 

Institutional Contexts 
Academic 
Artistic 
Community 
Economy + 

Security•+ 
Expense* 

~ndicatt~ to.gs odded to ihe Harvard Ill General Inquirer dictionary. 
Indicates latent themes this study tried to tap. 

Institulional Contexts (cont.) 
Technical 
Job roles 
Family roles* 
Domestic concerns* 
Legal 
Medical 
Military 
Polity 
Recreation 
Religion 

Status Connotations+ 
High 
Peer group 
Low 

Psychological Themes+ 
Overstate 
Understate 

Strong actor 
Weak actor 

Ego accepts 
Ego rejects 

Closeness* 
Distance* 

Ascend themes 
Authority themes 

Miscellaneous Concepts 
Danger themes 
Death themes 

Editorial Tags* 
Ambiguous words, phrases 
Idiomatic, homographic 

expressions 
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phrases pertaining to financial concerns into two lists, which are 
presented below: 

ECONOMIC SECURITY 

ab! busines deposit honest luxury proces skill(ed) 
acwmplish buy dollar honesty manag produc sold 
account ca pa bl earn hospitalizat manufactur product stor 
adjust capital effectiv humane merchandis profit supp Ii 
appointment career efficient import nest egg promot techniq 
assignment cent employ incom occupat property tenant 
auto charg e~ployment Industrial offic purchas tr ad 
automobil check es.tat industry on (the) road rais treasur 
balanc coin exchang insur out (of) hol repair unite 
benefit coromiss experienc invent partnership reward wag 
bid construct expert job pay off rich wealth 
blue collar contact fall back labor penni salary welfar 
bought count on fortun leadership penny sal(e) white collar 
break even creat fund lend performanc shop worker 
build credit generou lent plan skil 
built day off hir luxuri procedur 

ECONOMIC EXPENSE 

afford expens lock out poor 
bargain expensiv loos everything pric 
beg fal apart lost everything rate 
bil fall(ing) apart on strike recession 
bill fees out (of) job seasonal 
borrow financ out (of) money shortag 
budget financial out (of) ~ork. spent 
cash hand out overhead SU 

cheap hospitallz ow tax 
cost (of) living in flat overwork taxat 
deal insuranc paid taxpayer 
dealt laid off paid off unemploy 
debt lay off pay unemployment 
du let go pay up worn out 
economic loan payment 

Table 9.2 presents a comparison between people who explicitly 
indicated they worried a lot, not very much, or never worried and 
the tagged natural language responses to the question, "What 
would you say has worried you or been on your mind most. .. ?" 
In terms of content, people who say they are "worried a lot" are 
only slightly more worried about everything in general than are 
those people who say they are not worried. The four themes 
generally mentioned-economic concerns, medical problems, do­
mestic or family concerns, and job demands-barely differentiate 
between people who do and do not worry. The people who are 
not worried explicitly also indicate in the open-ended response 
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that they are a little less worried. (Tags for "not very worried" 
are Not, Overstate, and Distress.) The differences in proportions 
of speech given to any one theme between respondents who worry 
a lot and not at all are quite small, but people who explicitly in­
dicate they are worried talk more on the average than people who 
say they are not worried, when they describe what they are con­
cerned about. They do not use more sentences per person to de­
scribe their situation, but they do use more words per sentence, 

Table 9.2 Intensity of Reported Worry and Selected Concepts 
Mentioned by Respondents Answering the Free Response Question, 
"What Have You Been Concerned about Recently?11 (Per Cent of 
Speech Occuring in Each Category within Each Intensity Level) 

Respondents Who Stated They Worried 
Concepts Mentioned Not Very Never 

A Lot 
Much Worried 

Roles. status, authority: 
Selves 9% 9% 9% 
Male roles 17 11 8 
Female roles 12 lO 6 
Lower status r3 12 6 
Family roles 24 20 11 
Authority 11 8 4 

Social, physical 1hings: 
Social places 13 11 3 
Special references 19 17 11 
Quantity references 31 31 24 
Message forms 14 11 7 

Social areas, behavior: 
Consuming behavior 22 19 10 
Economic concerns 16 14 10 
Work behavior 14 14 7 
Domestic concerns 10 9 3 
Medical concerns 10 8 4 

Psychological themes: 
Distress 17 16 23 
Overstate 31 34 40 
Strong action 16 14 IO 
Closeness, nearness 72 71 64 

Denial: 
Not 22 24 32 

Words per sentence 9.0 8.3 7.0 
Sentences per person 7.5 6.8 7.2 
Words per person 68.0 57.0 51.() 

N 192 334 13 
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resulting in an average of many more words per person to de­
scribe their concerns. 

To summarize, except for the word counts, the concepts devel­
oped thus far did not distinguish well between people who worried 
a lot and those who worried not very much. This is clearly not 
the fault of the computer, but rather of the concepts. which were 
not sufficiently well defined. While these results are disappointing, 
they do indicate the direction of future research. The computer 
will make it possible to test empirically concepts that are theoreti­
cally derived. Unfortunately, as in this case, many an attractive 
conceptualization will probably fade in the bright glare of the 
empirical results. 

The same kinds of results are seen in Table 9.3, which compares 
the results of computer tagging with· the results of three indexes 

Table 9.3 Selected Computer Concepts for Question, "What Have 
You Been Concerned about Recently?" and High and Low Positive 
Feelings, Negative Feelings, and Affect Level (NORC Happiness 
Study) 

Positive Feelings a Negative Feelings b Affect Level' 
Concepts 

High Low High Low High 

F amity roles 23% 18% 24% 18% 25% 
Male roles 14 11 16 10 16 
Fem ale roles II 8 13 9 12 
Peer group status II 7 12 8 13 
Message forms 12 12 15 8 16 
Non-specified 

objects 27 29 26 34 25 
Not 22 29 24 24 22 
Positive emotional 

states 18 16 18 18 18 

Sentences per 
person 7.4 6.5 7.2 6.5 7.4 

Words per sentence 8.5 8.3 8.8 8.4 8.6 
Words per person 62.3 53.5 63.5 55.0 64.2 

N 271 141 252 131 137 

,.There were three catagories for this index: high (N ... 271), medium (N = 128), ond low {N = 141). 
6The 5om•i1truo fo..- the Negofive Feelings Index. The "medium'' colegory contain1. 157 telpondenh. 

Low 

15% 
9 
6 
4 
9 

35 
30 

15 

6.0 
8.0 

47.6 
50 

cfive ((lte.gories were 1.1sed to build this istd4:ic. "High offfl<t" means people who sc:Ored high on both po:Sitive and 
negative feelings; \'low cHecl'' mean'5 pt;top!e who scored low· on both. The remaining g:roups are positive high­
ne;ative k>w (N • SS), po5itive low-negative high (N = 55) and both medium (N ... 243). These groups fall between 

high and low affed responden.t1. 
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prepared by Bradburn and Caplovitz (1965, Chapter 2) for the 
Happiness Study: the Positive Feelings Index, the Negative 
Feelings Index, and the Affect Level Index. These indexes are 
derived from a twelve-item checklist. People were asked, for ex­
ample, if they were often restless, bored, depressed, or very un­
happy, and these formed the basis for the negative feelings cluster. 
Further analysis by Bradburn and Caplovitz indicated that some 
respondents scored high on both negative and positive feelings. 
The authors suggested that there is a dimension of sheer affect as 
well as types of affect (positive and negative) essential for our 
understanding of human emotions and well-being. We might in­
terpret affect level as a willingness of ability to be responsive, 
regardless of the context. (This includes willingness to respond to 
open-ended questions.) We reasoned that some of the concepts 
used for summarizing the responses to, "What have you been con­
cerned about recently?" might be differentiated on the basis of 
Bradburn and Caplovitz's measures of positive and negative feel­
ings and affect level. 

Differences may occur in one of three ways: (I) People may be 
concerned about different types of problems in their lives; (2) The 
emotional impact of these problems may be more or less verbally 
expressed; and (3) People may use more or fewer words to express 
their concerns or worries. 

Table 9.3 shows the results of these three ways of measuring the 
responses to open-ended questions controlling for positive feel­
ings, negative feelings, and affect level. Few meaningful tag or 
thematic differences are found between people categorized as high 
and low on positive or negative feelings. This is not true for the 
differences in themes among people who are high and low on 
affectivity. It seems that respondents categorized as high on 
affectivity are a great deal more "people" -oriented than those who 
are low on this dimension. They are more often concerned about 
other people, as indicated by the greater use of nouns having sex, 
status, or family connotations. The subject of their concern is 
people who have some role relationship to the respondent, rather 
than some particular theme or worry. This is accentuated by the · 
relatively high proportion of people showing a low affect level 
who use words classified as unspecified referents or objects. 
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("Anything," "nothing," "item," "object," "problem," "situa­
tion" are words of this type.) They are less specific in their speech 
than people of high affect. 

To determine the validity of this tentative conclusion we sought 
other measures which might give us some clue to kinds of contact 
respondents might have with other people. Three questions were 
asked that directly measure frequency of reported contact with 
other people-how many relatives they get together with, how 
often they get together with friends, and how often they chat on 
the phone each day. 

It has been suggested earlier by Bradburn and Caplovitz (1965, 
pp. 41-49) that only positive feelings are associated with sociabil­
ity. On the basis of the analysis of the open-ended responses, we 
have suggested that affect level, or willingness to be responsive, 
is of greater import than either the negative or positive aspect of 
feelings-that it is most important to be able to feel at all.2 

It also seemed possible that people who had higher positive 
feelings might be more likely to use words denoting such a feeling 
state, the opposite being true for people who had higher negative 
feelings. The free responses were checked for words indicating 
emotional states. Included under this general category were words 
and phrases indicating arousal, urge, affection, and pleasure. The 
proportions of speech that fell into these categories, controlling 
for feelings and affect, are given in Table 9.3. There are no differ­
ences in the proportions of these types of words by positive or 
negative feeling levels or by affect level. 

We also suspected some differences might occur in the volume 
of speech used by people of differing affect and feeling levels. 
This is confirmed in Table 9.3. People of high positive and nega­
tive feelings do indeed talk more than those with low positive and 
negative feelings. In both cases of feelings, those classified as high 
responded to the open-ended question by giving one more sen­
tence of information than those classified as low on feelings. 
When the average number of sentences is six or seven this differ­
ence in response rate is considerable. Comparing respondents of 

2Tabulations made to test which hypothesis was correct indicated that affect 
level is considerably more associated with the above "social" measures than 
positive affect and that this holds true controlling for socioeconomic status. 
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high and low affect, the difference in average speech patterns is 
even more marked. The low affect group is lowest of all in the 
average number of words per sentence and in the average number 
of sentences they used to describe their concerns and problems. 

Bradburn and Caplovitz (1965, pp. 21-24) haye shown that 
both sex and socioeconomic status are correlated with positive 
and negative feelings as well as with affect level. It might then be 
possible that the differences in Table 9.3 are due to sex and 
socioeconomic level instead of affect level. Tables 9.4 and 9.5 
show, however, that even when socioeconomic status and sex are 
controlled, people of high affect still use more words. In fact, 
socioeconomic status does not appear to be related at all to num­
ber of words used, and sex is less important than affect level, 
although women do respond more freely than men. 

Table 9.4 Length of Response to Question, "What Concerns Have 
You Had?" by Socioeconomic Status and Affect Level 

High Sodoeconomic Stotus Low Socioeconomic Status 

Response Affect Level 

Total High Low Total High Low 

Sentences per person 7.1 7.2 5:5 7.1 7.2 6.2 
Words per sentence 8.6 8.4 9.0 8.5 9.0 7.5 
Words per person 61.0 61.0 50.0 61.0 65.0 47.0 

N 261 79 17 279 58 33 

Table9.5 Length of Response to Question, "What Concerns Have 
You Had?" by Sex and Affect Level 

Mole Female 

Response Affect level 

Total High Low Total High Low 

Sentences per person 6.5 7.1 5.6 7.5 7.6 6.7 
Words per sentence 8.3 8.3 8.3 8.7 8.8 7.6 
Words per person 54.0 59.0 46.0 66.0 67.0 51.0 

N 250 49 32 290 88 18 
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While the above findings are not conclusive, they certainly are 
strongly consistent with the notion that Bradburn and Caplovitz's 
measures of feeling and affect levels are valid. However, it is still 
difficult to say what they mean. If we assume that a person's re­
sponse to an open-ended question is an actual unit of behavior 
we find that the measure developed by Bradburn and Caplovitz 
from information based on explicit self-perception of feelings 
actually does discriminate about what people do-how they tend 
to respond-even in such a minute circumstance as answering a 
question. The problem of deciding whether activity level deter­
mines affect level or vice-versa, or whether both are determined 
by a cognitive process, cannot be decided here. 

The rather sparse results reported here can be used to justify 
either a pessimistic or an optimistic view of the future use of com­
puters for developing latent concepts. On the pessimistic side, 
almost none of the concepts used in this study differentiated very 
much between people who worried a lot or not very much, or be­
tween people with positive and negative feeling states. On the 
more optimistic side, there is the interesting finding that respon­
dents with high affect are more likely to be "people" -oriented 
and to have specific worries, while those with low affect are more 
general and use more negative words. The optimist can also hope 
that the computer will stimulate the analyst to search for and 
develop concepts which provide a better fit for actual instead of 
theoretical human behavior. In the long run, the building of con­
cepts must remain the major responsibility of the man who tells 
the machine what to do, and not of the machine. 

DICTIONARY CONSTRUCTION 

This section describes a general procedure for dictionary con­
struction. It should be noted that the procedure recommended 
here is only one way to accomplish dictionary construction. Sev­
eral other methods have been used. For example, Colby et al.· 
(1963) adapted Kluckhohn's value categories system for analyzing 
cultures; McPherson {1964) adapted several of Parsons' categories; 
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and Bales et al. (1962) adapted a multitude of theories or concepts 
to this system. All used ad hoc, impressionistic techniques for as­
signing words most current in the types of texts they planned on 
analyzing. On the other hand, Ogilvie ( 1964, and personal com­
munications) followed a much different procedure in his analysis 
of lcarian imagery~he was trying to use the automated proce­
dures for simulation of results achieved by manual means. This 
latter type of dictionary is constructed largely on the basis of 
trial and error. Another approach was used by Holsti (1965), who 
adapted Osgood's three types of word meaning (derived from 
factor analysis procedures) to this system. 

To build any ,dictionary, a vocabulary consisting of a finite 
number of words and phrases is needed. Depending on the pur­
poses for which the dictionary is to be used, all words or only 
those which are of significant or consistent meaning can be 
defined. 

The one major problem we have had to confront is that in de­
fining words and phrases on an arbitrary basis (usually done by 
individual people), word meanings-particularly the secondary 
meanings-are often a function of personal preference and con­
viction and are not empirically or systematically derived. Because 
of this, we tried to find some way to reduce personal biases of 
the persons who decide dominant meanings of words. We are not 
saying or even implying that the concepts which form the classifi­
cation scheme should or must be empirically determined. There 
must be some way the placing of words and phrases under a given 
concept can be reasonably replicated. 

There are two approaches one can use to determine the vocabu­
lary and its definitions, whether the vocabulary is composed of 
book titles, occupations, responses to open-ended questions, or 
whatever. One can take all the titles of occupations from a book 
on occupational titles or all the words in a concise natural lan­
guage dictionary, or one can sample texts from the data and build 
an empirically based dictionary. The first method is extremely 
thorough in its listings but is open to error in that the definitions 
may be wrong. A pattern of words or individual words are not 
necessarily defined by respondents the same way in which they are 
formally defined. This applies to occupational titles almost as 
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much as it applies to ordinary verbal text. The latter method 
may be in error because the list is incomplete, but the definitions 
of the words and phrases will be correct. 

Preference is given to the latter of the above two approaches 
because of the variability of word usage and meaning. Many 
words shown to have several dominant meanings in formal dic­
tionaries are not in fact used informally in any but one way, and 
vice versa. It is also true that our knowledge about idiomatic 
expressions is very limited-both in accurately defining known 
idioms and in isolating commonly used idiomatic phrases.3 Fur­
thermore, trying to decide beforehand or to anticipate conditional 
meanings &nd usage of words and phrases is an academic, endless, 
expensive, i:i.nd frustrating task, often resulting in elaborate 
schemes which are never used because they never occur. Another 
reason for preferring the empirical approach is that once the raw 
data have been transferred to tape, sampling procedures of any 
level of complexity may be used to copy selected sentences from 
it for use in determining vocabulary and definitions. The machines 
can handle all the routine clerical tasks quickly, accurately, and 
inexpensively. 

After some reflection we decided that at least three basic dimen­
sions must be considered to accurately define words and phrases. 

I. The meaning of a word depends on the social context in which it is 
used: In an academic background, words such as "problem," "situation," 
and ''solution" indicate modes of thought, but when used in a non­
institutional setting they are far more likely to. refer to vague, undefined, 
non-specific areas. 

2. Word meaning and usage depend on the mode (written versus verbal, 
formal versus informal) of presentation: Verbal communication is simply 
not the same thing as written unless the speaker is highly educated, highly 
formal in his speech, or a child of ten or less who has not learned to 
separate his verbal and written speech habits. For example, we have 
found that some verbs are "underchosen"; rather than use the most 

2We do not distinguish between idioms, colloquial speech, slang, homographs, 
etc. For our purposes, any word that must be defined in context of other words is 
an idiom. 
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appropriate verb, a familiar and "overchosen" verb will be flanked by a 
preposition or two, and a small number of verbs will thus be made to 
suffice for a much larger variety of verbal ideas. For example: 

straighten out 
keep up 

correct 
maintain 
convince talk into 

3. Words are redefined due to inclusion in compound words or groups. 
There are for example several classes of compound word groups: 
adjective-noun compounds (e.g., vacuum cleaner); auxiliary verbs (e.g., 
keep going); idioms (e.g., babysit); cliches (e.g., heart of gold). 

Perhaps one way of seeing the difference between the individual 
tagged words and the intended meaning of the combination is to juxta­
pose them. 

get over = recover 

These are tagged as Get and Spatial Referent but should be tagged as 
Sign Strong, Medical, and Get. 

talk into = convince 

These are tagged as Communicate, Female Theme, and Spatial Re­
ferent but should be tagged as Authority Theme and Communicate. 

fix up = repair 

These are tagged as Technological, Work, Ascend Theme, and Spatial 
Referent, but should be tagged as Technological, Work. 

One special group of compounds that should be mentioned involves 
"to." These compounds are much more commonly used in verbal com­
munication than their formal equivalents. These are four: 

have to 
going to 
use(d) to 
suppose(d) to 

must 
future tense 
customary, past tense 
ought 

4. Word usage and meaning vary by region. We have not yet had oc­
casion to confront this problem, but we have been warned by people in 
different sections of the country and by students of American language, 
especially Raven I. McDavid, Jr. (1958), that regional variance of usage 
and meaning is substantial and significant. 
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The dictionary that formed the basis for our NORC dictionary 
was entirely without idiomatic expressions. Our first attempts to 
build lists of idioms were based on phrases derived from two or 
three published idiomatic dictionaries. These attempts were com­
pletely abortive. The phrases they contained were not used by our 
respondents, and the meanings of the idioms we had were different 
from those contained in the standard dictionaries. Further, while 
there may be in theory several different meanings to a word, many 
words, as used in response to a specific question, have only one 
meaning. We also found that many words have a new meaning, 
not listed in any dictionary and not belonging to an idiomatic 
phrase. 

We know of no better way to avoid the problem of not having 
crucial words listed under a given concept or to avoid incorrectly 
defining terms than the use of sampling texts and processing by a 
computer system named Key Word.in Context (KWIC) developed 
by IBM. The manual states that "KWIC indexes constitute a new 
approach to the problem of how to furnish information promptly 
about new literature." Part of the program takes any set of sen­
tences and organizes the key words alphabetically, printing out 
all instances in which any given word occurs and also printing 
the context of each sentence.4 Further, all key words found in a 
set of sentences are listed separately by frequency. The program 
is extremely fast and very economical to use. 

Let us assume, for example, that we have a set of 3,500 sen­
tences and want to determine the presence or absence of the word 
"back" and its derivatives as well as its meaning in the texts. 
We would get from KWICa listing such as: 

I don't want to get back at him for it though. 
We are so backed up at work I get overtime. 

I wish my baby would get back to normal. 
I have to get back to work one of these days. 

My back hurts all the time. 

4The program has been used mainly with titles of books and articles. The reader 
has probably seen indexing of journal articles by this system. Several journals in 
the behavioral sciences use it, among them The American Political Science Review 
and The American Si:ientist. 
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I have a bad back. 
The ceiling in the back of the house is falling in. 

I called her back and said I was sorry. 
I had to go back to the store and get the food. 

This morning the cars were backed up for miles and I was late for work. 
I never had these problems back in Alabama. 

In a separate listing we would get all key words occurring in 
the data, arranged alphabetically and indicating the number of 
times the word was counted. 

Thus we have an organized list of all words in the text to be 
analyzed, and we,have an organized listing of contexts in which 
any given word occurs. The listing of the contexts allows us to 
determine the meaning or meanings of a word as well as ihe idio­
matic phrases of which it may be a part. 

In the above example we have several meanings of the word 
"back." It means, "to return," "body part," "quantity referent," 
"space referent," and "attack.".Almost all these meanings may be 
accurately isolated. "Call," "get," and "go back" all mean "re­
turn"; "get back at" means "attack"; "my" and "bad back" mean 
"body part"; "back(ed) up" means "quantity"; "back of" means 
"spatial referent." "Back," without a conjunctive word, is am­
biguous in meaning and might cause problems. 

The creation of concepts to be defined by word and phrase lists 
cannot be discussed here in detail. What concepts can and cannot 
be operationally defined by words and phrases is a function of the 
concept as well as the cleverness of the analyst. We feel that the 
kinds of concepts used in any scheme ought to be as concretely 
related as possible to the explicit purposes of the analysis. It is 
extremely easy to create elaborate conceptual schemes-to be­
come involved with subtle multilevel orientations and classifica­
tions, at the expense of the obvious and straightforward ways of 
categorizing natural language <la.ta. For example, we spent a great 
deal of wasted time trying to develop different ways of categoriz­
ing words denoting time and space and quantity references. The 
problem we tried unsuccessfully to resolve was that respondents 
often use one kind of referent when they mean another. "My big 
boy is having trouble in school," means "my eldest boy." For a 
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while we were so engrossed with these types of problems (which 
can be great fun) that we forgot about the simple, more pressing 
problem of past, present, and future time-an issue of greater 
relevance for responses to a question about current problems and 
concerns. 

Another problem was deciding how to determine the dimen­
sions used in a conceptual scheme. Should each word have only 
one concept or should we define a word multidimensionally, using 
as many concepts to define the word within the conceptual frame­
work decided upon as are deemed necessary? We did learn that no 
one technique, at least at this time, can do all the different types 
of coding or categorizing we might want. We had hoped to mea­
sure some hard-to-tap psychological orientations by use of word 
and phrase counts, but were not successful using this technique. 

Assume that we have a set of concepts we want to define opera­
tionally. Let us take a small example and present the steps in some 
detail. We are interested in ROLES (sex and family), EMOTIONAL 

STATES, and ECONOMIC CONCERNS. The words that we want to define 
are classified into seven categories: 

01 MALE ROLES: son, father, carpenter, son-in-law 
02 FEMALE ROLES: mother, secretary, wife 
03 FAMILY ROLES: baby, son, kid, mother, father, brat, son-in-law, wife 
04 AROUSAL: edgy, surprised, hate, angry, hope 
05 AFFECTION: close to, pleased, happy 
06 ECONOMIC coNCERNs: pay, pay back, debts, pay off, laid off, finances, 

raise, money, nest egg 
07 AMBIGUOUS WORDS: want, like, broke, hike 

An IBM card containing the word and the numeric codes as­
signed to the concepts is punched (SON = 0103). When all the 
words and idioms have been assigned concept codes, the diction­
ary is finished and ready to be incorporated into the program that 
tells the machine what to do with the dictionary of words and 
phrases. Once these steps have been taken, it only remains to pro­
cess the data through the dictionary.5 

'For a detailed discussion and description of the input formats and types of 
output one can get from the computer and for the possible types of manipulation 
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Two forms of reference material usually accompany the diction­
ary, both extremely useful in analysis and for describing the dic­
tionary. The first is an alphabetical listing of all the words and 
their definitions in the dictionary. 

baby FAMILY ROLE 

back = NOT DEFINED ALONE/PA y BACK ECONOMY 

brat = FAMILYROLE 

broke = AMBIGUOUS 

The second listing arranges the words by concept. Use of these 
two listings allows one to find all the meanings of any .one word 
and its idiomatic contexts or qualifications as well as the opera­
tional meaning of' any given concept. 

In interpreting any given concept in the analysis of data, there 
are several pitfalls that must be avoided. A concept is defined by 
the list of words that comprise it, not by the general descriptive 
title or explanation of the title. General definitions for various 
concepts used in the behavioral sciences can be found in any text­
book, and these definitions are commonly held, but consensus 
about these descriptive titles and definitions may or may not have 
anything to do with the word lists supposed to represent these 
concepts, and the same concept may have a different definition, 
depending on one's theoretical orientation. 

Just as it is necessary to have some idea of the general proper­
ties, the attributes, and the limitations of a method used for 
analysis, it is also helpful to have some idea of its limitations 
when applied to data. When data are processed through the sys­
tem and the analyst has summaries of the number and proportion 
of times a category was scored in the body of text, a strange kind 
of problem arises. As was mentioned before, the total list of 

of the processed data, the reader should refer to Stone et al. ( 1966). The General 
Inquirer has been programmed in BALGOL, SLIP FORTRAN, and COMIT. 
The most advanced symbolic language we know of is SNOBOL, a very high­
powered programing language that offers immense and immediate advantages 
for anyone using a computer (7090 series) to process natural language text. Ap­
parently, it is easily understood by the layman, is especially flexible for building 
idiomatic or contextually based definitions of words and for larger categorization 
procedures not necessarily based on the sentence as the unit of analysis (Farber 
et al., 1964). For all the foregoing information and references, we wish to thank 
Patrick Page, formerly of NOR C's data p~ocessing staff. 
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words defines the concept, but the frequency distribution of the 
words in the text listed. under a concept affects the interpretation 
of the concept's meaning as it is derived from the text. In any 
given set of texts it is quite feasible to find only one or two words 
responsible for a very high frequency of a particular concept. We 
tried to measure words that indicated people who tended to over­
state issues and problems, people who were concerned with physi­
cal and emotional closeness and people who were concerned about 
distressful emotional states ahd situations. Almost the only word 
found in the OVERSTATE category was "very"; in the CLOSENESS 

category the word was "I," and in the DISTRESS category the word 
was "worry." We did not feel that the sole occurrence of the 
words "very" and "I" warranted interpreting these concepts as 
they were originally intended. We did feel, however, that when 
people said they were not "worried," they did mean they had no 
stress or distressful concerns, and we did interpret this concept as 
it was intended on the basis of this one word. 

Thus some concepts may be validly interpreted if any word 
listed as representing the concept occurs, while other concepts are 
only reliably interpreted if there is a reasonable distribution, in the 
text, of the words that form the general concept. 

Every method has its peculiar and special quirks. In this section 
of the chapter we have tried to describe a general procedure for re­
solving some of the potential problem areas in using this method 
for content analysis in survey research. Further, we have discussed 
some of the interpretive problems that can and do arise in its use. 
It is hoped that by presenting the material in a practical fashion 
the interested reader will have some idea of the issues he must 
consiOer in using a computer system for analyses of natural lan­
guage texts. 
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INTRODUCTION 

The use of optical scanners for coding survey results has been 
pioneered by the Census Bureau with great success, using 
FOSDIC (Film Optical Sensing Device for Input to Computers). 
The basic process consists of a scanning beam transmitting light 
through a circle. If the circle has been darkened,. the amount of 
light transmitted is reduced and a code indicating a mark is re­
corded on magnetic tape. The FOSDIC models have been spe­
cially built by the National Bureau of Standards and require a 
very large volume of input to be economical. The Current Popu­
lation Survey, with a monthly sample of 35,000 households, is 
processed using FOSDIC, as well as the decennial censuses and 
other special censuses. 

There are two major reasons for considering the use of optical 
scanners in surveys-a reduction in time required to process 
information and an increase in accuracy. The Census Bureau, 
using almost entirely precoded forms, has been able to .eliminate 
both coders and keypunchers with obvious cost reductions as 
well as increases in accuracy, since it is axiomatic that errors 
occur with each handling of data. 

Typically, the sample sizes on surveys are far smaller than 
those used by the Census Bureau. ls there an optical scanner 
which is economical for smaller surveys? This chapter describes 
NORC's experiences with the IBM 1230 Optical Mark Scoring 
Reader, probably the smallest of the scanners. We were pleasantly 
surprised at the efficiency and accuracy of this machine in han-
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dling a simple form. The major usefulness of this machine may 
be for the researcher at a university which already has it for test 
grading use. (At most universities the 1230 has replaced the ear­
lier IBM grading machines that required the use of special pencils 
with magnetic lead.) While it may not be economical to rent a 
1230 solely for survey work, its joint use for test grading and 
survey coding may be quite efficient. 

In. the next section we describe the procedures of the experi­
ment, and in the following section, the results. After a discussion 
of some special problems, the chapter concludes with some sug­
gestions for other uses of scanners. 

EXPERIMENT AL PROCEDURES 
In Chapter 3, the advantages of advance listing for a special 

population are discussed. It occurred to us that the form used for 
this purpose might be read on an optical scanner. The form that 
was developed, called the Non-respondent Data Sheet, is shown 
in the Appendix (p. 235). Several important factors should be 
noted about this form: 

I. The IBM optical mark scoring readers read only marks in specific 
locations. There are one thousand response positions arranged in fifty 
rows and twenty columns, on an eight and one-half by eleven inch sheet. 

2. Stray marks or writing on the form may cause errors. It is possible, 
however, to designate certain areas of the form to be used for writing. 
In these areas, the machine will ignore all marks. On our form, there is 
an area in the middle for describing the job of the person being listed. 

3. The lines located on the right-hand margin of the data sheet are 
for control and timing of the sheets as they are fed through the IBM 
1230. There is a mark associated with each possible answer. 

4. The form was printed by IBM, after we had designed the layout. 
While the location of the possible answers is somewhat restrictive, it is 
possible with some planning to arrange the questionnaire in a way in 
which it can be easily handled by an interviewer. Specific paper require­
ments are given in IBM's reference manual for the 1230. Careful atten­
tion must be paid to the quality of paper for feeding reasons and to the 
exact printing of the timing lines. 

5. The form can be printed on both sides, but for our experiment we 
used only one side of the sheet. 
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6. While no special pencil is required, errors are less likely if a No. 2 
pencil is used. No. 1 pencils are hard to erase, and others are too light. 
Pens should not be used. 

7. For survey uses, the scoring reader is connected to a card punch 
machine. It is possible on the IBM 1231, which is an advanced version of 
the 1230, to read information directly into the central processing unit of 
a computer and then onto tape, but this would not generally be an effi-
cient use of most computers. ' 

The field test for this form was conducted during the spring 
of 1966. Fifteen hundred forms were returned as part of the nor­
mal interviewer assignment for that study. Interviewers had some 
difficulty with the form, and it will probably be revised a little for 
new uses. The major problem was that interviewers wrote com­
ments on parts of the form where .this could lead to errors. This 
was not surprising, since generally NORC interviewers have been 
instructed to write comments next to the question when any so.rt 
of explanation is necessary. Additional training and use of the 
form would probably eliminate this, but even so, it caused only a 
few errors, as will be seen in the next .section. 

EXPERIMENTAL RESULTS 

Accuracy 
The 1230 results were compared to those obtained from an 

above-average keypunch operator. There were about 290 errors 
in 38,000 punches.from the 1230, or an error rate of 0.8 per cent. 
These errors were due to extra marks on the forms, erasures, and 
machine errors. The manual keypunching resulted in about 700 
errors, or an error rate of 1.9 per cent. These comparisons are not 
completely valid, since the form was not set up for manual key­
punching and some columns were hard for the puncher to follow. 
On the other hand, an experienced puncher with an especially high 
level of accuracy was used. It seems reasonable to expect that, 
with proper interviewer instructions, and with proper machine 
methods for editing, the 1230 can read with sufficient accuracy 
for survey needs, and with greater accuracy than a keypuncher. 
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Even with some feeding difficulties, to be discussed in the next 
section, the 1230 read the fifteen hundred forms in about three 
hours at a rate of about five hundred per hour. Although the rated 
maximum of .this machine is twelve hundred forms per hour, the 
five hundred per hour rate seems likely to be nea.rer the attainable 
level. Keypunching of the cards took fourteen hours at a rate of 
slightly better than one hundred cards per hour. For this type of 
material, the scanner works between four and five times faster 
than a keypuncher. 

Several different factors need to be considered in evaluating 
relative costs: 

Forms.-For 10,000 forms, the printing cost was $250 or 2.5¢ 
each for the special IBM form used. Regular forms would cost 
about 1¢ each in about the same quantities. On the other hand, 
the IBM form would not need to be spread out to reduce key­
punch error, so fewer sheets would be needed. The cost differences 
may be small for forms, but it should be remembered that using 
special forms requires additional time for preparation, printing, 
and delivery, which should be included in the schedule of the 
study. 

Machine costs.-The 1230 rents for approximately four times 
the rental of a keypunch machine. It is obviously expensive to 
have it standing idle. As suggested earlier, current users of such 
machines may have available time for rent, particularly on second 
or third shifts. 

Personnel.-The 1230 requires only limited training to operate 
and can probably be operated by clerical or tabulating personnel 
as a part-time activity. The hiring, training, and supervision of 
additional keypunch operators can be avoided, although it is un­
likely that all processing will avoid manual punching. In this 
area, the 1230 is clearly superior, when feasible. 

Problems 
The 1230 scanner was designed to handle test sheets that do not 

normally become. wrinkled or damp. Once forms are sent into the 
field they face the vicissitudes of the weather and the interview 
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situation, and may sometimes be difficult to feed. A misfeed will 
cause the machine to stop and sometimes to jam. Jams are rela­
tively easy to correct and generally the sheet may be fed again, 
but this ·process obviously slows down the feeding. If the sheet 
becomes too wrinkled in the Jam, it can always be manually 
punched. 

Our experience suggests that extra marks are not a severe prob- · 
lem. Erasures will not normally be accepted, and most stray marks 
will be treated the same way. In addition, the computer can be 
programmed to edit and eliminate most remaining errors. 

OTHER USES OF SCANNERS 

Coding 
The 1230 is directly useful only for precoded questions. It can~ 

not read written or printed words. (There are currently some 
special machines that can be programmed to read special type 
faces, but their usefulness is for document reading and not for 
surveys. Machines that can read a variety of writing and printing 
styles are somewhere in the future, although the census FOSDIC 
machine can read numbers that follow a given set of dots.) Many 
survey questions require written answers and need to be processed 
when they return from the field. One procedure for processing 
open-end questions is given in the previous chapter, but another 
method could be to use manual coding, but to code on optical 
scanning sheets. This eliminates costs and errors associated with 
keypunching. 

Self-administered Questionnaires 
With reasonably simple questionnaires, there is no reason why 

the respondent cannot use an optical scanner form. The Census 
Bureau expects to use FOSDIC forms for the 1970 census, which 
will be primarily self-administered. In addition to the cost and 
accuracy reasons, the scanner forms can give the respondent an 
even greater sense of privacy in answering possibly embarrassing 
questions. 
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Since time records kept by interviewers and by internal office 
personnel are relatively simple forms, it would seem efficient to 
use scanner sheets and eliminate the keypunching of these rec­
ords, assuming that time records have been mechanized. 

SUMMARY 
Although most survey organizations use samples of only a few 

thousand cases, they may find it useful to consider optical scan­
ners such as the IBM 1230 for eliminating coding and keypunch­
ing costs and errors. The 1230 works at a high level of accuracy 
with errors of less than 1 per cent and at speeds four to five times 
those of keypunchers. Although scanner forms are more expensive 
than multilith or printed forms, probably fewer will be needed. 
Even where forms cannot be coded for scanning by the inter­
viewer or respondent, it may still be efficient to use such forms 
in coding to eliminate keypunching. 

The major problems with the 1230 optical scanner are feeding 
and stray marks. The machine jams because of wrinkled or damp 
forms, but even with time lost, it still operates far faster than a 
keypuncher. Stray marks may cause errors in reading, but these 
errors can be avoided by training of interviewers, and by proper 
machine editing of forms. 
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INTRODUCTION 

In this final chapter, the flow of a study is discussed. The re­
sults are based on sixteen NORC studies since 1962 for which 
information could be obtained. There is no claim that these re­
sults are typical of all survey organizations regarding average 
times for various parts of the project. What is almost certainly 
typical is the large variability between different studies. Of almost 
every study it can probably be predicted that some parts will take 
longer than average, although which parts cannot be predicted in 
advance. 

What does this mean for the study director attempting to plan 
his schedule most efficiently? We would suggest the following 
three procedures for minimizing scheduling problems: 

I. After making best estimates for the total time of a project based on 
realistic estimates of the subparts, allow a substantial additional period 
of time for uncertainty. As a rough rule of thumb, an additional 25 per 
cent should be allowed on studies lasting a year or more and even higher 
amounts on shorter studies. 

2. Wherever possible during the course of the study, plan for parallel 
activities so that delays in one area do not stop the project completely. 
While this advice is undoubtedly easier to give than to put into effect, 
there are sometimes parts of a study that are relatively independent. For 
example, in their study of adult education, Johnstone and Rivera simulta­
neously studied a large national sample of participants and planned a 
study of adult education facilities in four communities. 

3. As will be seen in the tables, the major delays in a s.urvey occur at 
the beginning and end. This, of course, suggests that projects overlap. 
While one study is being completed another study can be in the planning 
stage. 

190 
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These remarks are so banal that one hesitates to express them. 
Nevertheless, in practice it is common to see study lengths grossly 
underestimated with considerable periods of frustrating inactivity 
for the project director. 

The basic information of this chapter is summarized in two 
tables-Table 11. l and Table 11.2. Table l LI gives the mean and 
median times for the NORC probability with call-back studies 
and the standard deviation and range as measures of variability. 
The table is divided into the following five periods, which are 
also discussed in the text: 

l. Planning and writing the proposal.-This covers the period from 
the time planning started for the writing of the proposal to the time funds 
are made available. Arbitrarily, we start the planning period with some 
written memo describing the proposed project, although this is probably 
a minimum estimate. In many cases a study director will have been think­
ing about a project for some time and may even have had informal dis­
cussions with colleagues and possible sources of funds before anything 
is ever written. 

2. Planning the project.-This covers the period from the time funds 
were made available to the start of the field period. During this period 

Table 11.1 Time Required for a Survey 

The Five .Phases 
Months 

Number of 
of a Survey Mean Median 

Standard 
Range Studies 

Deviation 

I. Planning and writ-
ing the proposal 6.1 6.0 5.2 1-18 u 

2: Planning the 
project 5.5 5.0 3.3 2-12 II 

3. Field period 3 .. 0 3.0 l.O 2- 5 10 
4. Preliminary 

processing 4.5 3.0 4.2 l-14 9 
5. Final processing, 

analysis, and re-
port writing 9.2 9.0 5.9 2-21 9 

Total* 26.6 25.5 !3.4 5-50 10 

'*These totalsz based oin '"" studies1 are not the sums of the subparts of the table, but are derived directly from 
the bcsic'd~ta. 
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the sample is designed, the questionnaire constructed and pretested, and 
the basic analytic procedures are developed. 

3. Field period.-From the start of the field period to the date that 
the last acceptable questionnaire is received. · 

4. Preliminary processing of data.-From the end of the field period 
to the time the first marginal tabulations are received. This includes 
coding, punching, cleaning, and editing of data. 

5. Final processing. analysis, and report writing.-From the first mar­
ginal tabulations to the final paper, report or monograph. Since requests 
for tabulations, analysis and report writing generally go on simulta­
neously, these are combined into the final category. 

Table 11.2 gives information for NORC Survey Research Ser­
vice (SRS) projects. Note that the first and last phases of Table 
11. l are omitted since these are not normally part of the service. 

The reader may wonder why national, regional, and local sur­
veys are not separated in Tables 11.1 and l l.2. They are not 
separated because the geographic scope of the study does not 
seem to have any important effect on its length. Very simple sur­
veys are sometimes done nationally, and complicated studies are 
often done locally. Nor is there any difference in the field period 
required. If anything, unlike what might be expected, a local 
study may take longer if interviewers are not available and need 
to be hired or trained. 

The remainder of the chapter is devoted to a brief commentary 
on the two tables; 

Table 11.2 Time Required for NORC SRS Surveys Using Probability 
. with Quota Samples 

The Three Phases Months 

of Survey Research 
Number of 

Mean Median 
Standard 

Range Studies 
Service Surveys Deviation 

1. Planning the 
project 3 3 3 0.25- 9.00 6 

2. Field period 0.75 0.75 0.3 0.25- 1.00 6 
3. Preliminary 

processing 1.5 1.5 l.5 0.50- 4.00 6 

Total 5 5 4 2.00-12.00 6 

http:2.00--12.00
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Two factors determine the length of this part of a project. The 
more complex the project, the longer it will take to search the 
literature and prepare a proposal. Far more important, however, 
is the availability of funds. At one extreme, a funding agency may 
take the initiative and ask to have a study conducted, in which 
case the time between the initial consideration of the project and 
the time funds are made available may be a month or less. On the 
other hand, a controversial project, or one that does not fit very 
well the criteria of funding agencies, requires a long search pro­
cedure that may well end with the proposal being abandoned. On 
the average, six months is generally spent in this phase of the 
study. 

Planning the Project 
While this phase also averages five or six months, there is 

somewhat less variability. Standard national probability samples 
with a single questionnaire take the least time to prepare, while 
samples of special populations using several questionnaires take 
longer. The habits of the director of the project and his other 
commitments are also a factor, as they are in all parts of a study. 

Field Period 
Since this is the shortest of the periods, it is most subject to 

measurement and rounding errors, and the average of three 
months may be slightly biased on the high side because we were 
not able in all cases to split out parts of a month. Still, it is clear 
that the average is greater than two months. The major part of any 
sample will probably be interviewed within six weeks, but the 
stragglers and problem cases stretch this period considerably. 
These results include several mail questionnaires that take as long 
as or longer than personal interviews if a high cooperation rate is 
to be achieved. Also included are two studies where the field 
work was done by other survey organizations, although the study 
was planned and analyzed at NORC. As in planning the project, 
the field period is shortest for a standard national probability 
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. sample that takes about two months. Special samples, particularly 
those requiring new interviewers, take longer. 

The time of year during which a study is conducted· is also a 
factor. Field work takes longer in summer, when more respon­
dents and interviewers are on vacation. The field period must also 
be extended if it covers the period between Thanksgiving and New 
Year, since almost all field operations are suspended in the latter 
half of December. 

It is possible to reduce the total length of a study a little by 
starting preliminary processing when the questionnaires first re­
turn from the field. Theoretically, this would mean that final 
processing could start almost immediately after the final question­
naires were returned. This parallel operation has only been partly 
successful in the past at NORC, with several additional months 
for additional processing required after the close of the field 
period. The period of preliminary processing would be even 
longer, however, if some of the work had not been done in parallel. 

Preliminary Processing 
The major factor in preliminary processing is the machine and 

hand editing required. Coding and keypunching do not cause 
major time delays, since even with large samples or long question­
naires it is possible, at least in a university community, to expand 
and contract the coding staff relatively quickly, and keypunching 
can be farmed out to a service agency. Editing, however, can be­
come enormously complicated if various parts of a questionnaire 
must be reconciled against each other, as is usually the case with 
any kind of financial data. Even greater complications arise in 
attempting to reconcile data from various waves of a panel study, 
but panel studies are so complex in all ways that they are omitted 
from Tables I l. I and l I .2. 

Final Processing, Analysis, and Report Writing 
The final phase of a project averages about nine months, and 

as in other areas of human endeavor, it is not possible, generally, 
to shorten this period by having nine analysts spend one month 
each. The typical analytic procedure is sequential with the earlier 
findings pointing the direction for the later probing. Note, how-
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ever, that, as in nature, the gestation period for a report varies 
considerably, depending on the nature of the beast. Some of the 
reports of projects were later published in book form, but the time 
required for publishing is not included in this final phase. 

Total Time 
The total time for an average NORC probability sample with 

call-backs is slightly more than two years, with a standard devi­
ation of thirteen months. Some of this variation can be anticipated 
in planning the study, but the unanticipated variation should be 
anticipated by allowing for an uncertainty factor. 

SRS SURVEYS USING PROBABILITY WITH QUOTA 
SAMPLES 

Considering only the three comparable phases-planning, field, 
and preliminary processing-the Survey Research Service studies 
take only 40 per cent of the time taken by the regular NORC 
projects. It is not only the field period that is reduced; planning 
and preliminary processing are cut down just about as much. The 
SRS samples have. simple designs and simple questionnaires, 
with rare exceptions. As has been pointed out in Chapter 2, a ma­
jor advantage of these studies is the ability to field them quickly 
in special situations, such as the Kennedy assassination, or the 
power failure in the East. The variability in the total time of 
these projects is also considerably lower, except in the planning 
phase. Although no data are presented on analysis of results, 
informal discussions suggest that NORC's clients spend about as 
much time in data analysis as do NORC study directors. 

Is there a relationship between how long a study takes and its 
quality? The answer is a qualified yes. Some studies need to be 
fielded quickly; others have basically faulty designs which no 
amount of ex post facto analysis can correct. But most well­
designed studies benefit from a looseness in the time schedule 
that provides the study director with a chance to reconsider what 

· has been done and to plug the gaps. 

• 
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DEMOGRAPHIC QUESTIONS EXCERPTED FROM NORC 
ADULT EDUCATION STUDY 

NAME: -------·---
RELATION 10 HOUSEHOLD HEAD~ 

Aat ............ .. 

SEX ••• , ........... Miile •• , .... . 

Fem.de •.•... 
CDDE TF LIVING: 
In school re s:idenc-e, ••.•.•••• 

On Armed Forc1t!J!. luiu ••••••••• 

P•<•7~ 
NAME: NAME: 

RELATION 'l'O HOUSEHOLD HEAD: RELATIUN TO llOIJSEllOLD HEAD: 

8· 8· 

AGE •••••••••••••• ---- 9·H> AGE ............. ----

11·1 SEX .••.••• , ••• , •• Male •.•••.•• 11-l SP:X •..•...•• , .•• Miile ••••.... 

9-10 

11-1 

2 Female ••.•• , 
CODE IF LIVING: 
In school :residence ••••••••• , 

On Arpied Forces. bue •.•••.••• 

2 Felllale ...... 
COIE IF LIVINGt 
In school te1id&n.ee ••• ,, •••• 
On Armed Forces b•ae.,, ••• ,, 

--------------t----·-----·· 
Marriotd .••••.•••••••••••••••• 

Single ........... ····•·•··••• 
liidi>wed •••••••••• , ••••••••••• 

Se-p•r•ted .•••••••• , •• ,, •• , ._ •• 

Divorced •... •••4• • ••••••••••• 

!!9~1 Mit.rried .••••••••• , ••••.••...• 

Single ••••.....• ,.,.,, •• ,,,., 

Widowed •• ,, •••••• , ••••••• ,,,, 

Sep•ratcd,, •••...•••••..•.... 

Divorced., •...•• ,,, ...•..•... 

29·1 Married •••....•..•••.••••••• 

Sina;le ••••••••••••.••••••••• 

Wid0111ed ••••••••.•••••••••• , • 

Separated .•••• , ••• ,·,., •••••. 

Di vur"Ced ••• , ••• , • , , , • , •••••• 

29·1 

_o_.K_._· ._._ .. _._._ .. _·_· _· ._._ .. _._ .. _·_· _ .. _. ___ v-+-
1 
D.k .•••..•• , , , •...•...•••. _.-. _____ n_.x_._._._._ .. _·_· _ .. _._ .. _._._ .. _._ .. _._._ .. ___ _ 

30·1 I· W~rk fu11:time ........... , •• , f'ork full-time ..... , ........ . 
Work p.art•time only •• , .•• ~ ••• 

Work p11rt-timo/k:eep hause •••• 

Work part-time/school •••••••• 

Keep house only ....•...•••.•. 
\kl to school only .•• ,, ••• ,,,, 

Ret~red .•.•.•.•.•.•..• , ..•••• 
O.K ........................ .. 

Other (Specify) 

lYPE OF WORK 

2 Work part ~time only ........ , 

3 J W(:trk p.irt"t.i.me/keep ?ot<Jut. ••. 

1
1

.i.'o'.ls-k put•tiNe/scho<it •••••••• 

1 
Reep house• nn!y.,,.,,, •• , •••. 

6 I Gn to school only, , , , , •• , •... 

' I Reti<•d .................... .. 
Y D.K •• , ••••• ••.,,., ••• , •••••• 

Other (Specif)') 

30·1 Work full .. timf!:.... .... .. .. .. 30-1 
2 Work part .. time QnlyH....... 2 

Work part•time/kitep hrwse ... 

Work part~tlD'14t/school ••••••• 

Keep house only,,, ..••••••••• 

Go to school only •••••••• , •• 

Retired, ••.•••.•..•.....••.• 

Y D.X. ....................... Y 

Other (Sp-eeify) 

~OFWORK ========:==::__ __ ~!YFE===O=F=WORK===============-----
Jl• 31- 31· 

--~----. -------------=:::·-_-_--·-=-=-======··~····:::::::;-=., __ f-=================::: __ _ 
llJSil<ESS OR INDUSTI<Y ' BUSINJi:SS DR INDUSTT« RJSINESS OR INWSTRY 

: 
3z~~ 32· 

CODE IF SELF-EMPLOYED ........ _"""_"_'r_sn._r_ . .,...,,,..,, ____ .. _·_·_· ._. __ 3•_-•. [ OOill! ff "':'~~D== 
,--------------~ 

Pr-otestant •... , .••• , .•. , •.. ,. 
(Specify denOCRination) 

C;itholic .••••.••• - •.....•.... 

Jewish •••••••••••••• , •••. • .• , 

None •••••••••••••••••••••••• • 

D.k ....................... .. 
Other ($p&eily) 

Never attend&<l sch-ool ......... . 

t~4 yeara ...••••••••••••.•••• 

5 .. 7 ye1.n·1 ••••••••••••••••• , , , 
3 yeers •.. , •• ,,,., ,, , , , , , , , , , 

9~11 years .•.•..•••••••••••.. 

12 years (Finhh•d high school) 

SO!lle colleae ••••••••••••••••• 
Completed college •••••• , ••••• 

Gradu•te training ............ . 

D.I'.. ·····•········•••·•··••• 
Other aC'hoolin.g. in addi ticm 
(Specif)') 

INTERV!n!ID THIS P!RSaf .•...• 

I J6· 137· 1... I~·-

33•1 11 Proteste:nt., .• ,, .•.•• , .•••••.•. 
(Sp-eeify denosninl!l'tion) 

Catholic ...................... . 

, Jewish .......••••...••••••••.• 

4 : None •• ,., .•••••••••••••• ,., ••• 

y D.I< ......................... . 
Other (Sped fy) 

33·1 i .Prot~st&nt .••.•.. , . ••.••••. .•• 33•1 
(Speoci fy denomination) 

Catholic .•••. , ••.••. ,, ..• ,•· .. 

Je•.ish •..••• , •• , •.••• , , , .. , , • , 
4 None,.,, •• ,.,., ••.••• , •••••••• 

Y D.K ......................... . 
Other (Specify) 

• 
y 

34 .. 1 Never attended school., •••. ,.. 34•1 Nbver attended school •• ••• •. • 34•1 

1·4 years •••••.• •••·•·•••,.... 2 1•4 yee~s ••.••.•••.••••••••••• 

5 .. 7 ye1111r11 ••••••••••••••••••••• 

8 ye.eirs •••• ,,.,, •••• , ...... , •• , 

g .. 11 year a.,, ••••••••••••••••• 

12 yurs (Finished high school) 

7 So.me: coJ!e,g-e •••••••••••••••••• 

a Completed college •• ' •• ' ••••••• 

Graduate training ••••• ,••• •••• 

y 'D.J: ......................... . 
Other schooling in addition 
(Specify) 

35·1 INttRVIElflID nus PEiOON •..••.• 

l!~.: __ ]i 138· 13•· 

5·7 years •• , •• ,,,., ••••••••••• 

8 yeara ............ ,, ........... . 

9•11 years., ••• , ..••••• ,,.,,,. 

U yHu (Finished high ISChool) 

Some eo11eg:e •••• , ............. . 

Completed college •••••• ~ .••••• 

Gudu•h training • .; •• ~.~ ....•• 

Y D.X •••••••••••••••••••••••••• 
Other achoolln-g in addition 
(Specify) 

y 

J~·I INTEl!VIEm> mIS PE:R$(JI....... 35·1 

I 36· 137· 138· 13•· 
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NQ!W to flnhh up, in which of these gC<nera1 groups dld 
your total family .income (did NAME"S total inco_me) fall 
l•U )'••r··~fore t•xes. that .isil 

' •YOUR• 1 FAMILl lND FAMILY 3lID FAYil.Y 
(If more than 

one fsmi !y 
list members) (List membe-n) (List members.) 

INO'.lME ••• Under $1, 000 •••••••••• A .... 66·X A .... 67•X A •••• &a•X 

$1,000-1.999 ........ .. 
u,000~2.ogg, •.....•.. 

$3.000•J,999 •••••. , ••• 

$4. 000·4. 999 ••• ••••••• 

u.000 .. 5,999 •.•••••.•• 
$6. 000•6, •••.••••••••• 
$7,000-1,999 ........ .. 

$8.000·•····· ••••••••• 
uo,000~14,999 •••••••• 

US.000 or o•er •.••.•. 
n.x ......•..........• 

B •••• 

c .... 
D .... 

E •••• 

F ..... 

o .... 
H •••• 

I .... 

J •.•• 
K •••• • o.x .. y 

B.:1.. B •••• 0 

c .... c .... 
D .... D •••• 

E .... E .... 
F .. ,,. F •••• 

G .... s a .... 
H •••• 6 H .... 

I.••• I .... 

J .... J .... 
x ..•• K .... 
D.K •• y D,J .. y 

IF REiUSED. mEO: SERE AND ESTIMA.11!. •••••• Refused •• D R.efused •• D Refuud •• D 
£stimate &timate Etti.llWlltt' 

u. SUMMARY OF HOUSEHOLD CCNPOSITICW: 

ENTER NUMBER OF ADULTS IN HOUSEHOLD •••••••••••••• , ....... TOTAL .ADULTS: 

ENTER NUMIER OF \'OUTII IN HOUstHOLD •••• , , , ••••• , ••••••••• TOTAL \'OUTR: . 

iNTKll NlJllBl'.R 01' OllUlRl!N J 'IO 16 ........................ 'IOTAL OllLllREM! 

ASX UNLESS OBVIOUS: Au there any other children 
under the age ui 3 Li vine here?., •••••••••••••••• , •••• , .Nt.IMBER: 

69· 

70· 
71• 

73· 

14. M.ly I pleaae havi! your telephone number in cue I have to call 

back for .any rea.san?-
m..EfH(JlfE NUMBER: ----­
Refund ..••.••••••. o 
Mo telephone ••••• ·D 

CDilPLE'IB nmsE ITFMS AS SOCN AS INTERVIEW rs FINISHED 

17. RACE OF RESP(l;DENT: White •••••••••• 74•1 

Nes;ro ••..•••..• 

Oriental,,,,,,, 

u. amcx am OF nm FOUOIING ro SHOW TYPE OF 

DRLLINC ll<IT: 
l.cc•ted on ferm ••••••••••• ,,,,., •• 75 .. 1 

H«i· brmc .slngle fa111iJy houae •••• , 

Nan-farm: duplell or two family 
st-ructure ••• ,, ••• , •• , , 

Nan·farin: multi·unit !l:tru.cture 
(e•I• apartment) ...•.. 

19. CIRCLE airE. Of 'IHES! 10 SHOW LOCAilCH OF Di'BLL?NC UNIT: 

lnlide the lar1eat city in the primary u:nit.7.fiwl' 
In a avburb of the largest city in pri111t11:ry 

samplins; unit .....••••••...••••...••.••••• 
In the outskirts (including nearby s11111l1 

t01ma cif the primary umplini. unit).,, .... 

In op.en country ••• -•••• ,., •••••••••... ,., •• ,. 

http:I'Ili'.MS
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DEMOGRAPHIC AND BOOK READING QUESTIONS 
EXCERPTED FROM NORC CRIME STUDY 

Now to change the subject for a ~inute. 

20. About how often do you read a newspaper--every day, almost every day, 
just on weekends, or not at all? 

Every day 

Almost every day 

Just on weekends 

Not at all 

21. Have you read any book, either hardcover or paperback, within the past 
six months? (If you've started but not finished a book, that counts 
too.) 

Yes . (ASK A) 

No (GO TO Q. 22) 

A. IF YES: How many books have you read? 

One 

Two to five 

Six to ten 

Eleven to twenty 

Twenty-one or more 

62/5 

2 

3 

4 

63/9 

8 

64/6 

2 

3 

4 

5 



22. Ncw a few mOre questions. 

PERSON A. 
NUMBER I'd like to list the full name of all 

(CIRCLE persons ·who have lived in this house .. 
THE Nm!· hold during the last 12 months--that 
BER OF is, from July 1, 1965, to JuJ.y 1, 
THE PER· 1966. Let's start with the head. 
SON WHO Who else lives here? (PROBE: Have 

~ IS YOUR we missed anyone--new babies, a room ... 
FOR RES PON· er t anyone who was be;re then but is 
OF· DENT ON away now?) ·RECORD BELOW AND ASK B·G. 
FICE TRIS 
USE SCREEN· 
ONLY ER.) 

(6/1, (7-8) FIIIST AND LAST NAME 

i 
4 01 

I 4 02 

4 03 

4 04 

4 05 

4 06 

4 07 

4 08 

4 09 

4 10 

' 

B. 

ASK FOR EACH PERSON: 

What is ~'s) re· 
lation to ~)? 

HEAD 
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c. 
ASK FOR 
~ 
PERSON; 

What is 
(~'•) 
age, 
please? 

D. 

CODE 
SEX 
FOR 
EACH 
PER· 
SON. 

I---
(11/3) 

(9·10/99) MIF 

1 2 

1 2 

l 2 

l 2 

1 2 

1 2 

l 2 

l 2 

1 2 

1 2 
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E. F: G. r 
ASK FOR EACH ASK FOR EACH PER,SON··lll!- ASK FOR EACH PERSON: 
PERSON: LESS OBVIOUS: 

What was the last grade t1iac (~) completed in 
Was (name) liv- Is C!!!!!!!) now married , school'? (14/y) 
ing here during widowed, divorced, sep-
all or only · arated, or was (he/ she) 

12 years--completed 
part of the never married? No formal' schooling 0 high 1school 5 
last 12 months?. 

One, to four ye4rs . 1 Some college . 6 
(12/8) (13/6) Fi Ve to seven years 2 Completed 'college 7 

Eigltt years--comple· 
Graduate 9r pro .. ted grammar school. 3 

I I lseplNM 
fessional .school 8 

All Part M w D Nine to eleven years. 4 Don't know ~ 9 

6 7 1 2 3 4 5 0 l 2 3 4 5 6 7 B 9 

6 7 1 2 3 4 5 0 1 2 3 4 5 6 7 B 9 

6 7 1 2 3 4 5 0 l 2 3 4 5 6 7 8 9 

6 7 l 2 3 4 5 0 l 2 3 4 5 6 7 8 9 

6 7 l 2 J 4 5 0 l 2 J ,4 5 6 7 B 9 

6 7 l 2 3 4 5 0 l 2 3 4 5 6 7 8 9 

6 7 l 2 3 4 5 0 l 2 3 4 5 6 7 8 9 

6 7 l 2 3 4 5 0 l 2 3 4 5 6 7 8 9 

6 7 l 2 3 4 5 0 l 2 3 4 5 6 7 8 9 

6 7 1 2 3 4 5 0 l 2 3 4 5 6 7 8 9 

. 



23. 

[l] 

24. 

A. 
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BEG IN DECK 02 

(1-5) 

B. 
What is (head's) religious 
preference? CODE BELOW. 

IF HEAD IS CURRENTLY MARRIED: 
What is the religious prefer .. 
ence of (head's S"'Ouse)? 

Protestant . (ASK [l]) l 06/6 l 07 /6 
Roman Ca tho lie 2 2 
Jewish . 3 3 
Other (SPECIFY) 4 4 
None 5 5 

IF PROTESTANT: What denomination? 

Baptist 1 08/8 l 09/B 
Methodist 2 2 
Episcopa 1 ian 3 3 
Presbyterian 4 4 
Lutheran . 5 5 
Congregational 6 6 
Other (SPECIFY) 7 7 

What does (~ usually do--work full tif>e, work part time (keep house, go to school), 
or. something -else? 

Works full time • , . • , • (ASK A·C) . . . 
Works part time only .•• (ASK A-C) 
Works part time and keeps house (ASK A-C) 
Works part time and goes to school (ASK A-C) 
Keeps house. only (GO TO Q. 25) 
Retired • . • , • (ASK A-C) .• 
Don't know (GO TO Q. 25) 

l 
2 
3 
4 
5 
6 
7 

Other (SPECIFY) _____________ _ 8 

IF HEAD OORKS AT ALL OR IS RETIRED: 

A. Exactly what type of work (does/did) (head) do? 

OCCUPATION: -------------------------

JI. In what type of business or industry (does/did) (~) work? 

INDUSTRY: -------------------------~ 
C. (Is/Was) (~) self-employed? 

Yes 
No 

11-13/ 

14-16/ 

10/0 

17 /3 

25. HAND RESPONDENT CARD 2. In which of these 
fall last year--before taxes, that is? 

general groups did 

A. Under $2, 000 

your total family income 

0 18/y 
B. $2 ,000 ~o $2, 999 1 
c. $3, 000 to $4, 999 2 
D. $5,000 to $5,999 3 
E. $6,000 to $&,999 4 
F. $7,000 to $7,999 5 
G. $8, 000 to $9, 999 6 
H. $10,000 to $14,999 7 
I. $15,000 to $19,999 8 
J, $20,000 or over • , 9 
K. Don't know; refused x 

ESTIMATE: $ 
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THE INTERVIEWER QUESTIONNAIRE 

national opinion research center-'----------n l 1 J< c 
UNIVERSITY OF CHICAGO 
5720 Woodlawn Avenue 
Chicago, Illinois 60637 
PLaza 2-6444 Area Code 312 
Peter H. Rossi, Director 
December, 1964 

Dear Interviewer: 

Will you help us in an important NORC methodological study in which we 
are trying to find out what kinds of people are attracted to interviewing and 
make good interviewers? This questionnaire is being sent to all of NORC's in­
terviewers since we feel that you all are among the best interviewers in the 
United States. We plan to ask at least some of the same questions of all future 
applicants and also to compare NORC interviewers to those of other survey organ­
izations. 

From these results we hope to learn what background and attitudes yo·u 
have in corrunon with other successful interviewers so that in the future there 
will be a mo~e scientific basis for the selection of new interviewers. In 
other words, we are trying to develop a questionnaire which will predict inter­
viewer success. If we can do this, we shall publish these results (in statistics 
and percentages, of course). 

As of now, we don't know what answers will help us predict that an applic 
cant is suited for interviewing. There are no "right" answers on this question­
naire. The "right" answers will be the ones that you give. 

The questionnaires are to be returned directly to me. Your answers will 
not be used by the Field Department in making any .judgments about specific inter­
viewers. 

Please fill this out as completely as you can, and feel free to make any 
additional comments which you think will help improve this questionnaire. Could 
we have this back in the next week or so? 

SS 
453 

P. S. 

Thanks very much! 

Cordially, 

~1~ ~ ~?J-1 (J.M_, 

Seymour Sudman 
Senior Study Director 
Interviewer Research Project 

We real~ze that this is a long questionnaire, and to repay you for the 
time you spend, we shall be pleased to send you $4.00 for your completed 
questionnaire. 
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BEGIN DECK 

First, let's start off with some attitude questions. (You may remember 
asking some of these ques"tions on other NORG studies.) 

1. For each statement, circle the answer which gives ya.ur first reaction. 

A. Next to health, money is 
the most important· thing 
in life . . . . . • . . 

B. Most people can still be 
depended upon to come 
through in a pinch 

C. There is no excuse for 
lying to someone else 

D. It is all right to ask 
an insurance company for 
more money than you de­
serve after an auto acci­
dent if you think they 
might cut your claim . . 

E. You sometimes can't help 
wondering whether any­
thing is worthwhile 
any more 

F. When you ask someone to 
do something for you, it 
is best to give the real 
reasons for wanting it 
rather than giving reason 
which might carry more 
weight ........ . 

' 

Agree I Agree I 
Stronglv Somewhat 

l 2 

5 6 

1 2 

5 6 

1 2 

5 6 

Can't IDisagre~ 1·Di.sagree 
Decide Somewhat Stronsdv 

3 4 5 

7 8 9 

3 4 5 

7 8 9 

3 4 5 

7 8 9 

11/y 

12/y 

13/y 

14/y 

15/y 

16/y 
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1. Continued 

G. Most people are basically 
good and kind . . . . . . 

H. Most men forget more 
easily the death of their 
father than the loss of 
their property . . . • . 

I. If you try hard enough, 
you can usually get what 
you want . . . • . 

J. A salesman has the right 
to exaggerate the quality 
of his product to make a 
sale he might otherwise 
lose ........ . 

K. Generally speaking, men 
won 1 t work hard unless 
they're forced to do so 

L. Most people will go out 
of their way to help 
someone else 

M. The best way to handle 
people is to tell them 
what they want to hear 

N. Anyone who completely 
trusts anyone else is 
asking for trouble 

Q. One should take action 
only when sure it is 
morally right ..... 

P. It would be wrong for an 
employee to take consid­
erable time off while 
working for a large com­
pany, even though the 
company would not be hurt 
by it at all 

Q. Even today, the way that 
you make money is more 
important than hew much 
you make 

R. It is hard to get ahead 
without cutting corners 
here and there 

Agree I Agree I 
I Stronelv Somewhat 
: 

l 2 

I 

I 5 6 

I 1 2 

5 6 

l 2 

5 6 

l 2 

5 6 

l 2 

5 6 

2 

s 6 

Can~t I Disagree I Disagre< 
Decide Somewhat Strand' 

3 4 5 17/y 

1 8 9 18/y 

3 4 5 19/y 

1 8 9 20/y 

3 4 5 21/y 

7 8 9 22/y 

3 4 5 23/y 

-

7 8 9 24/y 

3 4 5 25/y 

7 8 9 26/y 

3 4 5 27/y 

8 9 28/y 
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2. We've just asked whether you agree or disagree with some statement•. 

Now we're going to ask a different type of question. Here are some grcups of 
three statements each. 

This time it won't matter how much you agree or disagree with them. We just 
want you to compare the statements with each other. 

We want you to indicate which one of them is closest to your own feelings, 
and which one you think is the most opposite to what you really feel. 

Again, ·we' re interested in your first impressions. 

Mark a + in front offlthe ststernent in each group which is closest to your own 
feelings. 

Mark a - in front of the statement in each group which is most opposite tc 
what you really feel. 

Please consider and mark each group separately. 

Group 
A 

Group 
B 

Men are more concerned with the car they drive than with the 
clothes their wives wear. 

It is very important that imagination and creativity in chil-

29/ 

dren be cultivated. 30/ 

People suffering from incurable diseases should have the choice 
of being put painlessly to death. 31/ 

Never tell anyone the real reason you did so,mething unless 
it is useful to do so. 

~~ The well-being of the individual is the goal that should be 

32/ 

worked for before anything else. 33/ 

Once a truly intelligent person makes up his mind about the 
answer to a problem he rarely continues to think about it. 34/ 

Group ~~ Most people who get ahead in the world lead clean, moral 
C lives. 35/ 

Group 
D 

~~Any man worth his salt shouldn't be blamed for putting his 
career above his family. 36/-

People would be better off if they were concerned less with 
how to do things, and more with what to do. 37/ 

The world would be a much better place to live in if people 
would let the future take care of itself and concern them­
selves only with.enjoying the present. 36/ 

rt is wise to flatter important people. 39/ 

~~Once a decision has been m3de, it is best to keep changing 
it as new circumstances arise. 40/ 



208 
Reducing the Cost of Surveys 

2. Continued 

Group ~~ It is a good policy to act as if you are doing things you do 
E because you have no other choice. 41/ 

The biggest difference between most criminals and other people 
-- is. that criminals are stupid enough to get caught. 42/ 

Even the most hardened and vicious criminal has a spark of 
decency somewhere within him. 43/ 

Group All in all, it is better to be humble and ~onest than to be 
F .~~ important and dishonest. 44/ 

A man who is able and willing to work h.ard has a good chance 
of succeeding in whatever he wants to do. 45/ 

If a thing does -not help us in our daily lives, it isn't very 
important. 46 / 

Group __ A man's first responsibility is to his wife, not his mother. 47/ 
G 

Most men are brave. 48/ 

It's best to pick friends that are intellectually stimulating 
rather than ones it is comfortable to be around. 49/ 

Group ~~ It is best to give others the impression that you can change 
H your mind easily. 50/ 

It is a good working policy to keep on good terms with everyone. 51/ 

~~Honesty is the best policy in all cases. 52/ 

Group~·~ It is·possible to be good in all respects. 53/ 
I 

To help oneself is good; to help others is even better. 54/ 

War and threats of war are unchangeable facts of human life. 55/ 

Group __ Barnum was probably right when he said that there's at least 
J one sucker born every minute. 56/ 

Life is pretty dull unless one deliberately stirs up some ex-
citement. 57/ 

Most people would be better off if they controlled their 
-- emotions. 58/ 
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*3. F.or each of the folloHing Atatements, circle the answer thaic best describes 
your_ agreemeqt.. (Circle one in each row.) 

A. A inan can. make long-rang 
plans for his life, but 
woman has to take things 
as they come 

"'B. A pre-school child is 
likely to ~offer_ emOtion 
al damage if his mother 
works .. 

c. A wife should respond to 
her husband 1 s sexual 
overtures even when she 
is not interested . . . 

*D. Even if a woma:n ha.s the 
ability and intereat, sh 
should not choose a ca­
reer field that wi 11 be 
difficult to combine wit 
child-rearing . . . 

E. We fool ourselveB if we 
~hink,we can control the 
conise of· our awn lives 

*F. One of the most importan 
things to a happy mar­
riage is for a man and 
woman to be equal in 
intelligence 

G. Men who object to women 
colleagues and supervi­
sors are probably inse~ 
cure about the1-r own 
tna8CtJlinity • • .. , , • 

*H. A working motheT c:an e.s­
tablish just as warm and 
sei:ure a relationship 
w-1 th her children as a 

•J. If a wife earns more 
money than her husband, 
the marriage is· headed 

' 
' 

-

• 

h 

t 

Strongly I Mildly I Nelttral I Mildly ,I Strongly 
A2ree AJzree · Dis.e2ree Disaa:ree 

j 2 3 4 5 

5 6 ~ 8 9 

1 2 3 4 s 

5 6 7 8 9 

l 2 3 4 5 

s 6 7 8 9 

l 2 3 4 ·S 

s 6 7 8 9 

4 

010t.he. r _who does not. work I 

fo·r trouble ....... ~-----------~-------

J. Women should atop expect­
ing special priV'ileges 
because of their sex 

K. A husband should respond to 
his wife 1 s sexual overtures 
even when he is not inter· 
ested ......... . 

L. Nowadays married couPlea 
put too mu<:h of their in­
come into insurance of all 
sorts ..... 

*M. A married woman can 1 t make 
long-range plans for her 
own career because the}' 
depend on her hu.:band' s 
plans for his . . . . . . 

Strongly! 
AR-ree 

5 

l 

s 

I 1 

I 

Mildly I Neut'ral I Mildly ,J Strongly 
AR:ree Disa2re.e. Disa2ree 

6 7 8 9 

2 3 1, 5 

6 7 a 9 

2 3 4 5 

59/y 

60/y 

61/y 

62/y 

63/y 

64/y 

65/y 

66/y 

67/y 

68/y 

69/y 

70/y 

71/y 
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BEGIN DECK 2 
4. Different people see different kinds of similarities between things. 

In what way do you think that these pairs of things are alike? 

A, North •• West 

B. Eye -- Ear 

C. Air -- Water 

D. T~ble -- Chair 

E. Egg -- Seed 

F. Poem -- Statue 

G. Wood -- Alcohol 

H. Praise -- Punishment 

I. Fly - • Tree 

Reproduced by permission. Copyright 1947, The Psychological Corporation, 
New York, New York. All rights reserved. 

ll/ 

12/ 

13/ 

14/ 

15/ 

16/ 

17/ 

18/ 

19/ 
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Ne><;"', the questions deal with your life, and your family. 

5. What is your current marital status? (Circle one) 

Single 

Divorced or separated 

Widowed 

Married 

IF YOU ARE NOT NOW MARRIED, PLEASE SKIP TO QUESTION U. 

6. What kind of work does your husband do? 

*7. Generally, how does your husband feel about your work as an interviewer? 

Strongly in favor of my work 

Mildly in favor of my work 

Neutral . 

Mildly opposed. to my work 

Strongly opposed to my work 

•s. On the whole, would you say that you spend quite a lot of time, a moderate 
amount of time, or relatively little time doing things together with your 
husband? 

Quite a lot . • 

Moderate amount 

Little time .. 

9. Generally speaking, do you tell your husband about what went on during 
your day? 

Always 

Usually 

About half the time 

Seldom 

Never • 

1 . 20/y 

2 

3 

4 

21-22 

2 

3 

4 

5 

2 

3 

2 

3 

4 

5 

23/y 

24/y 

25/y 
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•to. During the past fe;1 ;1eeks, have you ever felt that you were not the kind of 
wife you would like to be? 

Yeo 

No 

(ANSWER A) 

IF YES: A. Did you feel that ;1ay often or only once or twice? 

x 
26/y 

Often 4 27 /9 

Once or twice 

*11. IF MARRIED, WIDOWED, DIVORCED OR SEPARATED: How many children do you now 
have? (COUNT A CURRENT PREGNANCY AS ONE CHILD.) . 

(ANSWER A) 28/y 
IF NO CHILDREN, SKIP TO QUESTION 14. 

IF CHILDREN: A. Please list them, giving their sex, their ages, and the 
number of years of school which they have finished so far. 

Sex Age Years of School Completed 29-48 

•12. During the past few weeks, have you ever felt that you were not the kind of 
mother you would like to be? 

Yes (ANSWER A) 

No 

IF YES: A. Did you feel that way often or only once or twica? 

Of ten 

Only once.or twice 

49/y 

x 

4 50/9 

5 
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"13. Here is a list of things people generally like when they see them in young 
children. 

A. Which three qualities listed would you say are the most desirable 
for children to have? (Circle three in Column A.) 

B. Which one of these three is the most desirable of all? (Circle one 
in Col;:;;;:; B.) 

C. All of these may be desirable, but which three would you consider 
least important? (Circle three in Column C.) 

D. And which one of these three is least important of all? (Circle one 
in Column D.) 

A. ·I B. I c. :I D. Three . One Three One 
Most Mo st Least Least 

l) that he has good manners 1 0 3 4 

2) that he tries hard to succeed 1 0 3 4 

3) that he is honest . l 0 3 4 

4) that he is neat and clean 1 0 3 4 

5) that he has good sense and sound judgmen t 1 0 3 4 

6) that he has self-control 1 0 3 4 

7) that he acts like a boy {she acts like 
a girl) .•..... 1 0 3 4 

8) that he gets along well with other 
children l 0 3 4 

9) that he obeys his parents well 1 0 3 4 

10) that he is responsible 1 0 3 4 

11) that he is considerate of others 1 0 3 4 

12)_ that he is interested in how and why 
things happen . 

1 0 3 4 

13) that he is a good student . . . . . . 1 0 3 4 

THE FOLLOWING QUESTIONS SHOULD BE AHSWERED B·c EVERYONE: 

51/y 

52/y 

53/y 

54/y 

55/y 

56/y 

57 /y 

58/y 

59/y 

60/y 

61/y 

62/y 

63/y 

*14. Do you feel obliged to spend substantial amounts of time with relatives other 
than your husband or children? 

Yes (ANSWER A & B) 

No ....... . 

IF YES: A. What is the relationship? 

B. About how much time do you spend each week? 

15. Taken all together, how would you say things are these days--would you say 
you're very happy, pretty happy, or not too happy? 

very happy . 

Pretty happy 

x 

Not too happy 3 

64/y 

67/y 
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16. Do you belong to any organization such as church and school groups or social, 
civic and fraternal clubs? 

Yes (ANSWER A & B) 

No •. 

IF YES: A. List the names of the organizations to which you belong. 

x 

B. Row actively do you participate in the activities of each org 
zation? (Circle one on each line under B below.) 

B 
A. 

Ver I U sua,l,ly I 
List Name of Organization Y Attena Just 

Active Meetin2s Belong 

1 2 3 

1 2 3 

1 2 3 

1 2 3 

1 2 3 

1 2 3 

68/y 

ani-

69/ 

70/ 

71/ 

72/ 

73/ 

74/ 

BEGIN DECK 3 

17. Do you find you have quite a bit, some, very little, or no spare time? 

18. What is your religious preference? 

IF PROTESTANT: What denomination? 

Quite a bit 

Some 

Very little 

None 

2 

3 

4 

11/y 

None 12/y 

Protestant (ANSWER A). 

Catholic 

Jewish 4 

Other SPECIFY _, ___ 5 

13/ 

19. How religious would you say you are at the present time? 

Very religious 

Somewhat re ligi,ous 

Not too religious . 

0 14/y 

Not at all religious 3 
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20. In national politics, do you connider yourself a Democrat or Republi~an? 

IF INDEPENDENT, 
OTHER OR DON. T 
KNOW: 

Democrat 

Republican 

Independen} . . . . . 

Other • • • (ANSWER A) 

Don 1 t know ..... . 

0 15/y 

2 

3 

x 

A. In general, would you say you are closer to the 
Democratic or Republican party in national politics? 

Democratic 

Republican 

Neither .. 

Don't know 

B 

9 

6 

21. Have you e"er served as an election official or precinct worker for a political 
party? 

Yes 

No • ·x 
16/y 

*22. Circle YES f0r each activity listed below that you personally enjoy or think 
you would enjoy if you had an opportunity to engage in it. Circle NO for 
those you would not enjoy. Circle either YES or NO for each activity, 

Yes j No 

Attending concerts 17 /3 

Bowling· 4 5 18/6 

•Building furniture B 19/9 

Fishing l 2 20/3 

•Gardening 4 5 21/6 

•Gossiping 8 22/9 

*Making a speech l 23/3 

*Mountain climbing 4 5 24/6 

Painting and draw;!.ng pictures. 8 25/9 

Painting the house l 26/3 

*Playing golf 4 5 27/6 

*Playing tennis 8 28/9 

Reading 1 2 29/3 

Shoveling onow 4 5 30/6 

•Skiing • 8 31/9 

•Washing the car 2 32/3 

r 
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*23. Assuming you were financially able to employ household help, circle the 
category which best describes the extent to which you would like to handle 
each of the following activities yourself, or hire someone to do it for 
you. (Circle one in each row.) 

*Everyday cook­
ing .. 

• Cooking for 
special occa­
sions . 

Daytime super­
vision and care 
of children . 

•Weekly house· 
hold cleaning 

Special t·pring 
or fall clean­
ing .. 

Wcishing~ iron­
ing the clotheo. 

Mending,- alter­
ations 

Do Myself Do Myself 
All the Most of 
Time the Time 

5 6 

x 0 

5 6 

x 0 

5 6 

x 0 

5 6 

Share or 
Hired Help Hired Help Alternate 

with Hired Most of All the 

Help the Time Time 

7 3 9 

1 2 3 

7 8 9 

1 2. 3 

7 8 9 

1 2 3 

7 8 9 

33/4 

34/y 

35/4 

36/y 

37 /4 

38/y 

39/4 

G'1rdening x 0 l 2 3 40/y 

24. About how many trips do you make to the grocery store each week? 

41/y 

*25. Do you generally plan your week's menus in advance or day by day? 

In advance 1 42/y 

D~y by day X 
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*26. Compared to most othe'r women you know, how efficient would you say yol1 are? 
(Circle one.) 

Much more efficient ~ 

Somewhat more efficient 2 

Average 3 

Somewhat less efficient 4 

Much less efficient 5 

*27. Some people like things done perfectly, while others don't care provided the 
job is done well but less than perfectly. How about you? Do you generally 
want to see a job done perfectly or would you be satisfied if it were done 
well but less than perfectly? 

Like to nee the job done perfectly ... , . , , 

Satisfied if done .well but less than.perfectly 

28. Do you consider yourself overweight, underweight, or. just about right? 

Quite a bit.overweight 

Somewhat overweight 

Just about right 

x 

6 

Somewhat underweight 8 

Quite a bit underweight 9 

43/y 

44/y 

45/4 

Now let's turn to some questions which deal with interviewing. Remember, there are 
no 11 right 11 answet'S, Just give us your reactions. 

*29. Do you ever get together socially with other NORC interviewers? 

Yes • (ANSWER A) 46/y 

No x 

IF YES: About how many? 47/y 

*30. Do you know any people who interview for any other survey or research groups 
besides NORC? 

Yeo • (ANSWER A) 48/y 

No x 

IF YES: A. About how many do you know? 49/y 
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*31. Do you now interview for any other survey or research groups besides N0iC7 

IF YES: A. Which ones? 

Yes 

No 

(ANSWER A & B) 

B. About how m~ny hours a month on the average, do you 
work for other organizationn? 

*32. Had you ever interviewed. for any survey organization before you started 
interviewing for NORC? 

Yee 

No 

33. How many years have you been interviewing on a fairly regular bacic 
for NORC or any place eloe? 

*34. Here is a list of other occupationc. How do you suppose most people 
would rate the prestige of interviewing ac compared to thece other 
occupations? Would you aay that, in general, interviewing would be 
ranked higher than) 1o·wer thun) or about the Gnme ao each of thece? 
(Circle one on each line.) 

Compared with .•. 

Artist who pai.nts pictures. 

Public school teacher 

Playground director 

Wnitress 

Nurse 

Singer in night club 

Clothes preoser in a loundry 

Soleslady in" o ctore 

Welfare worker for a city 

Chemict . . • . • 

Owner-operator of a lunch 
stand . . ~ . . 

Interviewingllnterviewingllnterviewing ! 

Is ls is About the 
Hi2her Lower Same : 

1 2 3 ! 

4 5 6 

7 8 9 

1 2 3 

4 5 6 

7 8 9 

2 3 

4 5 6 

7 8 9 

1 2 3 

4 5 6 

50/y 

x 

5 57/9 

58/y 

59/y 

60/y 

61/y 

62/y 

63/y 

64/y 

65/y 

66/y 

67/y 

68/y 

69/y 
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35. What do you see as th~ major advant~geh of interviewing as compared to other 
job3? 

36. What are the disadvantages, if any, of interviewing as compared to other 
jobs? 

72-73 

37. What are your major reasons for working? 

BEGIN DECK 4 

38. Do you think that interviewing pays better, ac well or not as well as 
other jobs which you would be qualified for? 

Better . 

As well 

Not ao well 8 

39. '.Jould you be in favor of a sliding pay scale which depends on the diffi­
culty of the study? 

Yes , (ANSWER A) 

No • x 

IF YES: A. What parts of a study should be considered? 

11/9 

12/y 

13/ 
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40. Do you think bonuses should be paid to interviewers who obtain above· 
average cooperation rates for their arean? 

Yeo 

No • 

41. Do you think bonu!;es should be pnid to interviewers whooe costs are 
_below average in their areac? 

Yes 

No . 

*42. How do you ·think that your co:::tc comp.are to those of other interview-
ers in your aren? 

My cocts are considerably above average 

My con ts are slightly above average 

My costs o+e ,average 

My costs ore olightly below average 

My costs are considerably below average 

43. How about the hours you work? Do you think that these are better, as 
goodj or worse than the hours on other jobs? 

Better 

As good 

Worse 

14/y 

x 

15/y 

x 

16/y 

3 

4 

5 

17 /y 

2 

44. How about the working conditions of interviewing? In your opinion:t are they 
better, as good, or worse than working conditions on other jobs? 

Better . 

As good 

Worse 

5 18/9 

•45, Here io a 1 ist of some of the things you do as an interviewer. Which of 
these do you like very much? Which somewhat? Which do you dislike? 
(Circle one in each row.) 

Study and training . , 

Clerical (time sheets, forms) 

Editing 

Traveling 

Interviewing 

Knocking on doors 

Telephoning 

Like I 
Very 
Much 

6 

6 

Like I Dislike 
Somewhat 

2 

2 

7 

3 

8 

3 

8 

3 

8 

3 

*46. Do you prefer a questionnaire which has a great many open-ended ques­
tions or one whi<:h has just a few? 

A great many 

Just a few . 2 

19/y 

20/9 

21/y 

22/9 

23/y 

24/9 

25/y 

26/y 
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•47. How well do you like to do map reading, field counting and listing? 
(Circle one in each row.) 

Map reading . . 

Field counting 

Listing 

Li~ 

Very 
Much 

5 

Like 

6 

4 

Don't 
Mind 

3 

Dislike 

4 

8 

6 

Dislike 
Very 
Much 

5 

•48. Do ;•vu find the mapG we oend you eaoy or hard to read? 

Vecy easy . 

Pretty eaoy 

Not too easy 

Hard 

Have 
Never 

Done This 

0 

0 

0 

27/y 

2D/y 

29/y 

30/y 

2 

3 

4 

*49. When going some place new either while interviewing or for personal reasons 
do you prefer to read a road map or ask someone how to get there? 

Read a road map 

Ask someone 

50. What do you think about the understandability of the specifications you 
get from uo? Do you find the Gpecif ications easy or hard to understand? 

Very easy·. 

Pretty eaQy 

Not too easy 

Hard 

*51. If you had the opportunity, would you like a full-time career? 

Yes 

No 

31/9 

8 

32/y 

33/9 

8 
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*52. A. What characteristics do you think an ideal job would have? 
(Circle the itemo you consider most important in Column A.) 

B. Regardless of how important they are to yOu, please rate interviewing 
in terms of the opportunities it gi~es you for achieving each of the 
following. [.Circle a number for each item in either Column (a), (b), 
or (c) .] 

A. B. 

Ideal Itemo Opportunities in Inter· 

Job 
viewin2 

Excel-len~ Averagel Poor 
(a) (bl le\ 

l 
Provide <:In opportunity to use my 

1 2 3 opecial abilitiec or aptitudea 

2 Provide me with a ch.:i.nce to e.Jrn ;:. 
6 7 8 

good deal of money i 
3 

Permit me to be originnl and ~r~- .[ l 2 3 I 
ative 

4 Give cocinl otc..tuG and pre.ctige 6 7 c ! me 
-

! 

5 
Give me "n opportunity to work 

·! 
l 2 3 

with people rather than thingc 

6 
Enable me to loo:o forw.:.:.rd to a I 6 7 3 I ctc.ble, ~ecure future : 

Leave me relatively free from 
I 

7 1 2 3 
supervioion by othero i 

8 
: Give me a chance to exerci::;e I 6 7 8 i leaderohip 

9 Provide me with adventure 1 2 3 

0 
Give me an opportunity to be help- 6 7 a 
fol to other::. 

34/y 

35/y 

36/9 

37/y 

38/9 

39/y 

40/9 

41/y 

42/9 

43/y 

44/9 

53. Do you have .:J.nY. other p~rt-time or full-time employment now besides inter-: 
vieuing? 

Yes, part-time 

Yes, full-time 

No 

lF YES: A. What sort of <1ork do you do? 

IF NO: B. Would you like other employment? 

Yes 

No 

(ANSWER A). 

(ANSWER A). 

(ANS1'1ER B). 

8 

47/ 

http:fonvo.rd
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5'L The money you earn intcrviet-1ing--docs it generally go fot your ordinary 
living expenses, or do you use it c.s C?.x_tra money for things you Houldn' t 
otherwise buy, or do you SD.Ve it up for some special purpone? 

Ordinary expenses 

Extra luxuries 

Special purpose 

55. A. Hhnt NORC study did you most enjoy working on us an interviewer? 

B. Why wns that? 

3 

48/y 

51-52 

56. A. What NORC study d.id you least enjoy working on as an interviewer! 

B. Why 1ms that? 

*57. Uot·l long do you plD.n to continue intervieuing? 

Less than a year 

1-2 years 

3-5 yenrs 

6-10 years 

Indefinitely 

*58. Do you see intervicuing .'ls a stepping-Stone to :mother job? 

Y.es (ANSWER A. & B) . 

4 

5 

No •••••••• X 

IF YES: A. What kind of job? 

B. Hot1 uill interviewing prepare you for it? 

53"54 

57 /y 

58/y 

59/ 
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*59. Hou good_ an intervicuer do you think you ;:re? 

One of tltc very best. 62/y 

,\bovc avcr.:!.ge. 

Aver~~ge . . . 

J!relov :ivoragc 

*60. HotJ nervous are yo~; -::hen someone first opens the door at r.tl as~igned 
ho~•~hold? 

4 

Very nervous 5 63/9 

Pretty nervous 6 

Not too nervous 

·Not nervoun ~tall 8 

-----------------------------··· -·-----
61. Do you prefer to interview pe~ple like yourself, or people of a different 

o.gc, sex) race, or social background? (Circle one in each r0:w.) 

People I People I , 
Li?:c Different Do~sn t 

Mvse.lf from Mc Mat-ter 

Ago 1 2 3 
--
! 6 7 8 

: l 2 3 

Socbl l>ccl:ground 6 7 8 

62. What is your reaction when :i. respondent refuses to be interviewed? 

63. In general, hou do you think most people feel 3bout being intcrvie~1ed? 

They enjoy it . 

They don 1 t mind 

They dislike it 

2 

3 

61>/y 

65/9 

66/y 

67/9 

70/y 
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4. Do you feel that peo_ple in general arc more ·willing or lc.ss uilling to be 
intervic11ed than they used to be? 

Non• "il ling 6 71/9 

Less 11illing (ANSWER A) 

No difference 

IF LESS WILLING: A. Why do you think this is happening? 

72-73 

*65. Which one of the following statements best expresses your attitude toward 
intervhn·iing? Code the one that comes closest. 

A. I love interviewing and look forward to every assignment 

B, I like interviewing, even though it's difficult and frustrating 
sometimes . . . . . . . . . . . . 

G. Interviewing to me is n job, and I simply try to do my best 3 

D. I find intervii;:wing unpleasant in many \·Tays, but there are 
compensations . . . . . . . . . . .. . . . .· . . . . . . . . 4 

74/y 

BEGIN DECK 

Finally, here are some questions about your background: 

66. What is your age? 
Less than 25 

25-34 

35-44 

45-54 

55-64 

Greater than 64 

3 

4 

5 

67. Were you brought up mostly on a farm, in a town, in a small city, in a 
large city, or suburb of a large city? 

Farm 

To1m 

Small city 

Large city 

Suburb 

"'68. What was the last grade that you completed in school?. 

8 years or less 

9-11 years 

12 years (finished high school) 

Some college ... 

Completed college 

Graduate training 

3 

4 

4 

5 

Other schooling in addition X 

(SPECIFY) ________ _ 

11/y 

12/y 

13/y 
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*69. A. ~-.'hat i1a.s your high school gra:le average? (If you were not grade-cl using 
A as the highest grade, please circle. the grade which most closely 
corresponds.) 

A 

A­

B+ 

B 

B­

e+ 

c 
C" 

D+ 

D 

D-

B. If you attendC?d college: Whnt was your college grade average? 

A 

A­

B+ 

B .. 

B-

c+ 

c 
C­

D+ 

D 

D-

4 

8 

9 

0 

x 

3 

4 

8 

0 

x 

•10. On intelligence tests ·which you took in school, did you get the impres­
sion that you ·uerc above average. or average in intelligence-? 

Average 

Above average 

Very much nbove average 3 

14/y 

15/y 

16/y 
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*71. Which of the following subjects did you really enjoy when vou were in 
school? Which did you actively dislike? '(circle all that apply_.) 

Art .. 

Biology 

Chemistry 

English 

Foreign languages 

Geography 

History . 

Home economics 

ttathelI\.:ltics 

Music ••. 

Physical education 

Physics 

None 

Reallv En ioved Disliked 

l 1 

2 2 

3 3 

4 4 

5 5 

6 6 

7 7 

8 8 

9 9 

0 0 

x x 
y y 

R R 

17/ 18/ 

72. How many people including yourself are now living in your household? 

73. Ho~ many rooms do you have in your house or apartment? 

19/y 

rooms 20/y 

74. Do you own or rent? 

Rent 

(ANSWER A) 

(ANSWER B) 

What is tha approximate value of the house? 

IF RENT: B. How much is the rent a month? 

1 21/y 

2 

22/ 

23/ 
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75. If you decided to pay off all of your debts in the next month or so, 
would you be able. to do so without borrowing money, even if it meant 
selling everything you own?· · 

Yes 

No • 

• (ANSWER A) 

• (ANSWER B) 

Don't have any debts .. 

IF YES: A. Would it take just about everything you have or would 
you have something left over? 

IF NO: 

Take everything 

Something left 

Don't know .. 

B. About how much would you be able to pay off--less than 
half of what you owe, just about.half, more than h41f, 
or just about everything? 

Less than half 

Half 

More than half 

Just about everything 

76. Adding up the income from all sources, what was y_our total family in­
come in 1963? 

A. Under' $ 2, 000 

B. $ 2,000 to $ 2,999 

c. $ 3,000 to $ 3,999 

D. $ 4,000 to $ 4, 999 

E. 5,000 to 5,999 

F. 6,000 to $ 6,999 

G. 7,000 to 7,999 

H. 8,000 to 9,999 

I. $10,000 to $14, 999 

J. $15,000 and over 

Don't know . 

x 

8 

9 

0 

3 

4 

5 

8 

9 

x 

24/y 

25/y 

26/y 

77. Did you find any of the questions on this questionnaire embarrassing in any 
way? If you did, tell us about it here. You may also wish to suggest 
additional questions which were not asked. 
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TIME AND DISTANCE ESTIMATE RECORD 

To he,lp us in planning your future assigrunenta, would you please take a 
few minutes to tell us how far you are from the NORC sampling points listed below 
and how long it takes you to get to them. If you aren't sure, put down your best 
estimate and a (?) to indicate uncertainty. If you don't drive, would you 
indicate next to the time the method of transportation you would probably use. 
(Subway, bus, train, etc.) 

We don't want you to actually drive there, but just to use your past 
experience or judgment. A self-addressed envelope is enclosed for your conven­
ience in returning this form to me. 

One-way One-way 
Segment Distance Time 

(Miles) (Minutes) 



LETTER TO INTERVIEWERS ON PAY METHODS 

Dear Interviewer: 

NATIONAL OPINION RESEARCH CENTER 
University of Chicago 

5720 South Woodlawn Avenue 
Chicago, Illinois 60637 
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For as long as I can remember, one of the chief complaints .of interviewers 
has been keeping the detailed time sheets. Frankly, at our end, checking 
these time sheets is also an eXpensive time-consuming job. We think we 
have come up with a plan which will make life easier for all. 

As part of our study of the costs of survey research, we are conducting an 
experiment in connection with SRS-760. We are offering you the choice of 
two pay methods. The first method is the current one, using time sheets, 
so if you wish, you may be paid just as you have been. The second method 
is based on our experience over the last three years and can be called the 
formula pay method. 

We have found that interviewer pay depends on the following: 

a) Length of interview 

b) Length of time to get from the specific inter­
viewer's house to the sampling point 

c) The number of trips the interviewer has to make 

d) Length of time spent searching for the proper 
respondent 

We have come up with a formula which is described in detail on the attached 
sheet. Using this formula, we compute in advance for each interviewer how 
much he/she will get for completing his/her assignment. When your assignment 
is returned to us, we mail you the check with no time sheet needed from you, 
and no fuss and niuss at our end; If you decide to try the formula pay method, 
and something unusual happens so that you feel that you are not getting enough 
money, we will adjust your pay if you write and tell us about it. 

This is an experiment, and whether or not we adopt this method will depend, in 
part, on how our interviewers like it. For your convenience space has been 
provided on the return post card attached to the Warning Notice for you to let 
us know by which pay method you wish to be pai~ on SRS-760. 

Sincerely, 

(Mrs.) Eve Weinberg 
Field Director 
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INTERVIEWER PAY FORMULA 

1. Study and Clerical Time 

For this study you will be paid f9r _·_2~. hours of study tilne, and _2~ 
hours of clerical time at your usual.hourly rate. 

2. Interviewing 

For this study you will be paid for l - 1 1/2 hours per interview. (Note: 
The exact time per interview has not yet been set since we are atill revising 
the questionnaire. When you receive your assignment, you will be given the 
standard interview length.) 

3. Travel to Sell!!IE;nt 

You will be paid for three round trips to each SU. Since you live 
miles and minutes from the SU, {as you told u11 recently} you will 
receive credit for hours of travel at your usual hourly rate plus 
$ for mileage which is your total miles travell!!d at 8¢ per mile. 
(Note: These figures will be filled in when we determine in which SU' s 
you will interview.) 

4. Travel in SU's to Locate Respondents 

You will be paid for three hours travel time in each SU at your usual hourly 
rate. 

5. Total Pay 

For this study you are credited with: 

------ hours at $ pet hour, or $ ____ _ 

------ miles @ 8¢ per mile $ ____ _ 

Total: $ ____ _ 

NOTE: Please submit memo for payment of any' other expenses. 



NON-RESPONDENT DATA SHEET 

2 
3 

4 SEX: 
5 

6 

7 

8 SCHOOL 
9 

0 

x 

MALE= 

FEMALE= 

6 OR LESS= 

.. 
AGE 

9-12= 

13-16= 

•1+= 

U-2!t lO•S4 it--311 40·'44 
2= = = = = 

4$•49 S0-114 51-.Q llD-64 Gs+ 
3= = = = = 
4 EMPLOYED' 
5 

YES= 

NO= 

6 IF' YES, OESCllU8E JOB: 

7 

8 

9 

0 

OCCUPATION CCOE 

" RACE: 
WHITE= 

NEGRO= 

OTHER o:;;;;:;:;;i 

REASON N.S. 

NON QUOTA= 

NOT AVAILABLE= 

FOR EACH ADULT !21 AND OVER) 

® @ 

SCHOOL: 

MALE= 

FEMALE= 

9 OR LESS= 

9-12= 

J'S-IS= 

17+= 

EMPLOYED: 
YE.6= 

No= 

IF YES, DESCRIBE Joe: 

OCCUPATION CODE .. 

SEX: 
MAL£t= 

FEMALE= 

SCHOOL: 

8 OR LESS= 

9-12= 

13-IC =:::i 

17+= 

" AGE , 
-2$ 1ill-2t 30-34 35-39 40-44 == = == 
~1'~4~5~ ~ 

EMPLOYED: 
YES= 

•o= 
IF YES, DESCRIBE JOB: 

OCCUPATION CODE 

SEX: 
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RELi GION 

NONE== 

CATHOLIC== 

JEWISH== 

.BAPTIST i=::::i = 
METHODIST 

LUTHERAN= = 
PRESBYTERIAN= = 

OTHERt::= = 

MAU:= 

FEMALE= 

SCHOOL: 

8 OR LESS== = 
9-12= = 
13-16== 

17+== 

EMPLOYED: 
YEs=:ia = 
No=-

IF YES. DESCRIBE JOB: 

OCCUPATION CODE 

" 

NAME (HEAD OF HOUSEHOLD) _________ AOORESS ____________ PHONE __ _ 
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Analysis of survey results, 4, 191-92, 

194; cost of, 24 
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terviewer value, 4, 101-4, 106, 113, 
131-37' 150-52 

Availability of respondent, 8-16, 19-23, 
26, 37; and community size, 11-16; 
and household size, 13, 37, 2.3; and 
respondent characteristics, 8, I 1-14 

Bales, R. F., 156, 175 
Bias: and availability of respondent, 
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struction, 176; in probability samp­
ling with call-backs, 10, 13; in 
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9-11, 13, 19-23, 31, 36-37; in quota 
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66 

Birnbaum, Z. W., 7,7 
Bradburn, N. M., 60, 110, 161, 172-75 
Brown, M. P., 81, 6.4n. 

Call-backs: effect on travel time and 
costs, 78, 95-96; number required, 
11-21, 59-62; for self-administered 
questionnaires, 48-50, 53; by tele~ 

phone, 58; see a/so Probability 
sampling with call-backs 

Cannell, C. F., 75; 6.3n. 
Caplovitz, D., 60, 110, 172-75 

Index 

Career orientation of interviewer, and 
interviewer value, 4, I 01, 103, I 06, 
113-14, 124-31, 150-51 

Child-rearing attitudes of interviewer, 
and interviewer value, 103-4, 124-31 

Christie, R., 147 
Clerical time of interviewer, 3, 70-71, 

73-74, 76-77 
Clustering, 23; effect on travel time and 

costs, 59.:.60, 78, 93, 95-96 
Cochran, W., 6n. 
Coders, rating of interviewers by, 109-

10 
Coding: accuracy of manual vs. com­

puter, 4, 162-65, 184; by computer, 
4, 155-83 passim; cost of manual vs. 
computer, 4, 160, 164-65; errors in 
manual, 158-59, 163; of open-ended 
questions, 154·-83 passim; use of op­
tical scanners in, 184-89 

Colby, B., 175 
Colombotos, J., 65 
Community size: and interview com­

pletion, \ \.:.16, 19, 2.5-2.7; and in­
terviewer travel costs, 27-29; and 
interviewer value, 105, 146-47; see 
also Primary sampling unit 

Computers, use of, in coding, 4, 155-83 
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manual coding, 4, 162-65, 184; ad­
vantages of, 4, 165-66; cost of, 160-
61, 164-65; cost of, compared with 
manual coding, 4, 160, 164-65; dic­
tionary for, 155-57, 160, 167-68; 
flexibility of, 4, 165-66; for informa­
tion responses, 158-61; for' latent 
responses, 166-75; problems in, 162-
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view length, 46; in personal inter­
views vs. other methods, 50-51, 63; in 
probability sampling with call-backs, 
10, 37; in probability sampling with 
quotas, 10, 37; with self-administered 
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telephone in survey research, 59, 61-
64 

Cost: of analysis of survey results, 24; 
estimating for new study, 90, 99; of 
field supervision, 24-27; of field 
work, 24-27, 89-90, 97-99; of inter­
viewer travel, 2, 16, 27-31, 46, 78; of 
interviewers and interviewer charac­
teristics, 3-4, 101-52 passim; of key­
punching, 187-88; of manual vs. 
computer coding, 160, 164-65; of 
personal interviews, 46, 63-67; of 
planning a survey, 24; of probability 
sampling with call-backs, 2, 7-9, 23-
31, 40; of probability sampling with 
quotas, 2, 7-9, 23-27, 97-98; of 
quota sampling(uncontrolled),6, 7n., 
23; of screening, 40, 63-64, 67; of 
self-administered questionnaire, 2, 
51-53; of telephone use in survey re­
search,.2, 58, 61-64, 66-67; of using 
optical scanner, 184, 187-89 

Cost standards, establishment of, 3, 
91-96 

Cronbach, L. J., 166 
Current Population Survey; see U. S. 

Census Bureau 

Davis, J. H., 80-81, 86, Mn. 
Deming, W. E., 7n. 
Dictionary, computer, 155-57, 160, 

167-68; construction of, 157, 160-62, 
165, 175-83; limitations of, 182-'-83 

Dohrenwend, B. S., 166 
Doyle, L. B., 155 
Dunphy, D., 155, 156 
Durbin, J., 13 

Editing time of interviewer, 70-78, 80 
EducatiOn and intelligence of inter­

viewer, and interviewer value, 4, IOI, 
103-5, 113-22, 150-52 

Efficiency of 'interviewer, 2-3, 90, 94, 
97, 99, 118; and interviewer value, 
101, 104, 141-42, 152; see also Inter­
viewer cost behavior; Interviewer 
quality behavior; Interviewer quality­
cost behavior; Interviewer value 

Enumerators; see Interviewers; U. S. 

Census Bureau 
Errors: in interviewer time reports, 69, 

71; by interviewers, 3, 109-12; in 
manual coding, 158-59, 163; in man­
ual keypunching, 159, 186, 188; with 
optical scanners, 4, 185-86, 188; in 
respondent classification, 42; sam­
pling, 8-9, 23, 104-5 

FOSDI<; (Film Optical Sensing Device 
for Input to Computers), 75, 184, 188 

Face-to-face interviews; see Interviews, 
personal 

Family responsibility of interviewer, 
and interviewer value, 4, 101, 103-4, 
139~41, 151-52 

Farber, D. J., 182n. 
Feelings, positive and negative, of re­

spondent: effect on free response an­
swers, 171-75; and sociability, 172-
73 

Fe.lier, W., 17 
Field costs,. 24-27, 89-90, 97-99; see 

also Field supervision, cost of; In­
terviewers, travel costs of 

Fieid supervision, cost of, 24-27 
Field supervisors: interviewer selection 

by, 100-101, 151-53; rating of inter­
viewers by, 108-11 

Field work, controls for, 91-96 
Film Optical Sensing Device for Input 

to Computers; see FOSDIC 
Formula pay method (NORC), 94-99, 

233-34; advantages of, 96-99; inter­
viewer reactions to, 98; use.s of, 96-98 

Free response answers; see Open-ended 
questions 

Frisbie, B., 154n. 

General Inquirer, 4, 155-57, 159-60, 
162, 182-83n.; advantages of, 159-
60; dictionary (Harvard III), 155-56, 
162, 167; history of, 155-57 

Goodman, R., 75, 6.3n. 
Greeley, A. M., 2, 38, 46n., 47, 122 

Hansen, M., 6n., 23, 64 
Hanson, R., 107 



Harway,.N. T., 155 
Hauck, M., 106 
Hochstim, J., 57-58 
Holsti, 0. R., 176 
Household attitudes of interviewer, and 

interviewer value, 103-4, 124-25, 
127-31 

Household size, effect of, on sampling, 
13, 37 

Hunt, E. B., 155 
Huritz, W., 6n., 23, 64 
Hyman, H. H., v, 54, 68, 107 

IBM 1230 Optical Mark Scorins 
Reader; see Optical scanner 

Iker, H.P., 155 
Information responses, coding of, 158--

61 
Intelligence of interviewer; see Educa­

tion and intelligence of interviewer 
Interaction Process Analysis, 156 
Interpersonal contacts, effects of, on 

time allocation, 87-88 
Interview: completion of, 11-23, 5\).:.62; 

length of, 40, 46-47, 53, 72, 76-79 
Interviewer cost behavior: and inter­

viewer characteristics, 3--4, 101-52 
passim; measurement of, !07; rela­
tionship with cost behavior and 
length of employment; 114-15; see 
also Interviewer value 

Iilterviewer log, 73 
Interviewer quality behavior: and in­

terviewer characteristics, 3-4, 101-52 
passim; measurement of, 107-12; re­
lationship with cost behavior and 
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also Interviewer value 
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Interviewer value 

Interviewer questionnaire, 101-2, 113-
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joyed, 4, 101-4, 142-45, 151-52; and 
age, 105; and attitudes toward inter­
viewing, 4, IOl-4, 106, 113, 131-37, 
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150--52; and career orientation, 4, 
101, 103, 106, 113-14, 124-31, 150--
51; and child-rearing attitudes, 103-
4, 124-31; and children, attitudes 
toward, 122-23; and children, num­
ber of, 139-40; and community size, 
105, 146-47; and education and in­
telligence, 4, 101, 103-5, 113-22, 
150--52; and efficiency and. self­
sufficiency, IOI, 104, 141-42, 152; 
and family responsibility, 4, I 01, 
103~4, 139-41, 151-52; and financial 
need, 113, 149; and hapi>iness, 113, 
149; and hometown size, 149; and 
household attitudes, I03-4, 124-25, 
127-31; and income, 105; and knowl­
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4, 113, 137-39, 151; and Machiavel­
lian attitudes, IOI, 104, 147, 152; and 
marital attitudes, 103, 124-25, 127-
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149; and need achievement, 4, IOI, 
103, 122-24, 150--52; and perfection­
ism, 149; and political party prefer­
ences, IOI, 103-4, 145-47; predictors 
of, 102-6, 115-49 passim, 150--53; 
and prestige rating, 134-36; and pre­
vious interviewing experience, IO I, 
103, 105, 137-38, 151; and religious 
behavior, 149; and self-perception of 
value, 101, I03, 148-49, 151; and sex, 
105 

Interviewers: assignment of, 96; charac­
teristics of, and interviewer value, 3--
4, 87, IOl-52passim; clerical time of, 
3, 70--71, 73-74, 76-77; cost stan­
dards for, 3, 91-96; editing time of, 
70--78, 80; effect of interview tensions 
on, 3, 87-88; effect of residence loca­
tion on travel time of, 78, 91-96; ef­
fects of characteristics on interview­
ing situation, 51, 68, 107, 166; ef­
ficiency of, 2-3, 90, 94, 97, 99; 118; 
errors made by, 3, I 09-12; guilt feel­
ings of, 113, 130--31; interaction 
abilities of, 100--101; interviewing 
time of, 3, 47, 70--80, 91-94; length of 
employment and interviewer charac­
teristics, 3-4, 101-52 passim; length 
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of employment, measurement of, 
112-13; length of employment, rela­
tionship to quality and .cost behavior, 
l 14-15; pay method, formula, 3, 94-
99, 233-34; pay method, regular, 3, 
68, 85-86, 89-90; personal qualities 
needed by, 87, 100-101, 106; rating 
of, 3, 107-12; selection and hiring of, 
3, 66-67, 100-102, 105, 107, 115, 
137, 139; study time of, 70-71, 73, 
76-77; time allocation of, 69-80, 85-
88, 92-96, 6.6; time reports of, 30, 
69, 71-73, 90, 96-98, 229-32; time 
schedules of, 3, 17, 100; training of, 
66-67, 71; travel costs of, 2, 16, 27-
31, 46, 78; travel time of, 3, 27, 30-
31, 47, 58, 62, 70-76, 78-79, 92-96, 
229, 231-32; see also Interviewer 
cost behavior; Interviewer quality be­
havior; Interviewer quality-cost be­
havior; Interviewer value 

Interviewer's Time Report, 71-72, 229-
30; see also Time reports 

Interviewing experienee, and inter­
viewer value, 101, 103, 105, 137-38, 
151 

Interviewing .time of interviewer, 3, 47, 
70-80, 85-87, 91-94 . 

Interviews, personal, 2, 47-48; coopera­
tion rates compared with other meth­
ods, 50-51, 63; costs of, 46, 63-67; 
response differences from self­
administered questionnaires, 2, 47, 
54-57; response differences from 
telephone interviews, 58, 65-67 

Johnstone, J. W.C., 41, 59, 190 
Josephson, E., 63 
Jung, A., 81, 6.4ri 

KWIC(Key Word in Context), 179-80 
Katz, E.,47 
Kish, L., 23 
Keypunching: accuracy of, 184, 186; 

compared with use of optical scan­
ner, 4, 184, 186-89; cost of, 165, 187-
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