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22INTRODUCTION  :  AI AND SURVEY RESEARCH

AI poses both new opportunities and risks for survey research. 

Opportunities

• Question design

• Survey administration

• Response coding

Risks

• Data quality and fraud
• Especially for open-ends

• Results in reduced credibility 
among respondents and data 
users



33

There is increasing concern over AI-generated responses.

• Response coding



44INTRODUCTION  :  WHY AN LLM DETECTOR?

How can we protect ourselves from these risks?

We have piloted a tool 
that detects AI-
generated responses 
to open-ended 
questions. 

SOLUTION

Higher quality data

Increased trust

Reduced costs

Mitigation of other 
risk(s)

IMPACT

Open-ended survey 
responses from 
LLMs—like ChatGPT—
are increasingly 
common.

PROBLEM



55METHODOLOGY  :  DATA COLLECTION

How did we create training data?

Questions

• Most salient policy issues

• Understanding of AI

Human respondents

• AmeriSpeak Omnibus panel

Large Language Models

• GPT 3.5

• GPT 4

• Llama 3.1

• Claude 3.5 Sonnet



66METHODOLOGY  :  BUILDING THE LLM DETECTOR

How is our detector built?

Input

• Question 
text

• Open-ended 
response 
text

Machine 
learning model

• Computes 
various text 
metrics and 
uses as 
features

Output

• Is response 
from an 
LLM or a 
human 
respondent?

• Probability 
score and 
label

Deployment

• Deployed as 
an API for 
use across 
the 
organization



77PERFORMANCE : OVERALL

General population survey

• 99% accuracy, precision, and recall

For a specific technical domain

• New domain (medical), highly technical language

• Accuracy in upper 80% to mid 90% across several 
questions

• Precision up to 85.7%, recall up to 100%

• Multiple commercial AI detector tools had only 50-75% 
accuracy on this data

Precision Recall

0.989 0.999

F1 Accuracy

0.994 0.990

How does our detector perform?



88PERFORMANCE : ADDRESSING BIAS

What about performance on subgroups? 

• Overall metrics (e.g. precision, recall, accuracy) are not enough

• We need to ensure our model is not biased against subpopulations

• To investigate this, we look into error rate balance

• e.g. false positive rates should be equal between different demographic groups



99PERFORMANCE : BY RACE/ETHNICITY

What is the correct classification rate, by subgroups? 



1010PERFORMANCE : BY SEX

What is the correct classification rate, by subgroups? 



1111PERFORMANCE : BY AGE

What is the correct classification rate, by subgroups? 



1212PERFORMANCE : BY EDUCATION LEVEL

What is the correct classification rate, by subgroups? 



1313BIAS : MISCLASSIFIED HUMANS

Which people are classified wrongly by our detector? 
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What stands out?

• Misclassification rate for respondents with postgraduate degrees is double that of other groups

• Rate is still low (~2% misclassified) but this is a noteworthy discrepancy

•  Textual characteristics of misclassified responses:

• Contain significantly more words than correctly classified responses

– Mean of 49.26 words vs 8.67 words; p-value of 0.0136

• Have significantly higher reading levels than correctly classified responses

– Mean of 23.31 vs 10.26; p-value of 0.0081

• Have significantly greater word overlap with the question than correctly classified responses

– Mean of 3.37 vs 1.30; p-value of 0.0182



1818BIAS : COUNTERMEASURES

How can we mitigate this and any other identified bias?

• Training data creation: Class balancing

• By collecting more labeled data (survey responses) from such subgroups, we can ensure 
they are better represented in training data

• Model development: Data selection

• Data Debiasing with Datamodels is a method proposed by Jain et al. (2024), for removing 
specific training data points that contribute significantly to the model’s poor performance 
on certain subgroups



1919BIAS : ACCESSIBILITY

When is LLM use permissible?

• For accessibility

• If English isn’t their first language

• If they have reading difficulties

• A nuanced approach is required

• Flagging for manual review rather than dropping

• Supplement to existing metrics for assessing low-quality/fraudulent responses

▪ Skipping, straightlining, speeding



Thank you! Lilian Huang
Statistician
huang-lilian@norc.org
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