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Our expertise in health-related issues, from aging to
Immunizations to insurance and health systems,
iInforms programs and policies that affect the lives of
millions.
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REPORT OVERVIEW : SCOPE OF WORK

The report was
developed in
partnership with the
NAIC Consumer
Representatives for
Health

CONSUMER_
- 7T
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The research was divided into three phases:

1.

Environmental Scan — Review and summarize white and grey
literature to examine the current landscape of Al in health
insurance decision making processes, with a focus on prior
authorization as a form of utilization management (UM), and
preliminary efforts to regulate it.

Key Informant Interviews — Supplement the environmental
scan to create a more holistic view on the industry’s current use
and challenges of Al, including information that is not publicly
known or published.

Synthesis (White Paper Development) — Combine the
environmental scan and in-depth interview findings with policy
recommendations.



REPORT OVERVIEW : IMPORTANT TERMINOLOGY *NORC Health

Important
Terminology

Artificial intelligence (Al) is a catch-all term referring to
technologies that enable computers and machines the
ability to mirror human learning and decision-making.
Within Al, there are many different models and capabilities.

For this report, we are primarily focused on applications of
natural language processing (NLP) and machine learning
(ML). NLP is a form of Al that allows computers to
understand, interpret, and generate human language. ML
refers to the ability of computer systems to learn and adapt
beyond its initial instructions.
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KEY FINDINGS : OVERVIEW

KEY
FINDINGS

K

PLAN USE

IMPACT

OVERSIGHT &
REGULATION

*NORC Health

Al is regularly used by health insurance plans to conduct
utilization management.

Stakeholders see immense opportunities but warn that
proper safeguards are missing today and need to be in
place protect consumers.

Some states have begun to regulate the development and
use of Al in health insurance but have not been able to
keep up with the proliferation of the use of Al itself.

18



KEY FINDINGS : NOTABLE QUOTES
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/The primary benefit of using Al for
utilization management is the ability
to reduce clerical burden, expedite
approvals for patients, and enable
practitioners to practice at the top
of their license.

The chance to monitor and test
Al systems is a chance to test
and monitor outcomes to the
standard that society expects.

\— Technical Expert )

K— Health Plan Executive

Ge Al tools being used today are based on

V historically biased data.

It's one thing to look at a model and say, ‘this
algorithm is biased based on the data that we use

to develop it,’ but there is also a gap in the patients
who are able to fight back against the denials.

Consumer Advocate
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KEY FINDINGS : PLAN USE *NORC Health

Health plans leverage the abilities of Al to make UM decisions,
specifically to respond to prior authorization requests

Health plan sees the potential for Al to:

Uses Fixed

« Reduce administrative burden Scans Large | Inputs to Make AIIEVO:T;:;
o . Datasets Case B gdo ; Dat
« Allow clinical reviewers to work at the top of Determinations | oo "o
their license
Administrative-
« Speed approvals Only Al
Research focused on three primary ways Decision-
health plans are using Al in UM: Making Al
* Administrative-Only Al Al Learning

o . Model
» Decision-Making Al

« Al Learning Model
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KEY FINDINGS : IMPACT

As Al tools are developed and deployed to make
coverage decisions, concerns arise

In the absence of a comprehensive regulatory framework for
the use of Al in health insurance, stakeholders have started
to identify the potential risks that may adversely impact care
delivery and health outcomes:

« Tools trained by biased datasets
» Algorithms developed with misaligned incentives

* Machine learning systems developing their own
processes

*NORC Health
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KEY FINDINGS : OVERSIGHT & REGULATION *NORC Health

As Al in UM expands, the state regulatory landscape has been
uneven in its ability to keep up with advancements

« States have started to develop their own approaches on how to best regulate this
evolving environment

- Many organizations have developed frameworks on how Al should be used and
regulated in health insurance practices

NAIC NHeLP National Health AMA AHIP
— Council - =

NHeLP = National Health Law Program; AMA = American Medical Association, AHIP = America’s Health Insurance Plans
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https://content.naic.org/sites/default/files/inline-files/AI%20principles%20as%20Adopted%20by%20the%20TF_0807.pdf
https://healthlaw.org/wp-content/uploads/2023/05/NHeLP_PrinciplesforFairerMoreResponsiveAutomatedDecisionSystems_05052023.pdf
https://nationalhealthcouncil.org/letters-comments/nhc-statement-on-artificial-intelligence-and-health-care-promise-and-pitfalls/#:%7E:text=AI%20applications%20in%20health%20care%20must%20be%20trustworthy%2C,oversight%2C%20and%20safeguarded%20by%20robust%20privacy%20and%20security.
https://nationalhealthcouncil.org/letters-comments/nhc-statement-on-artificial-intelligence-and-health-care-promise-and-pitfalls/#:%7E:text=AI%20applications%20in%20health%20care%20must%20be%20trustworthy%2C,oversight%2C%20and%20safeguarded%20by%20robust%20privacy%20and%20security.
https://www.ama-assn.org/system/files/ama-ai-principles.pdf
https://ahiporg-production.s3.amazonaws.com/documents/OSTP-AI-RFI-Response-for-Posting.pdf
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TRANSPARENCY
AND DATA

Transparency, both to
regulators and consumers, is
seen as a crucial component

of Al oversight as seen in both
regulatory and legislative
action to date, and as
reflected in the guiding
principles for Al put forward
by health care advocates.

Tl

ACCOUNTABILITY

Transparency is critical to
hold health insurance plans
accountable, and when
appropriate, liable for the
harm caused by the
integration of Al into UM
activities. Accountability is
necessary to hold parties
liable for harm.

®
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ENSURING EFFECTIVE
OVERSIGHT

Regulators need to ensure
that health insurance
companies place humans
with the appropriate clinical
training, authority, at the
center of decisions that
impact patient care.
Accessible appeals processes
must be considered a right for
all consumers.
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Transparency, both to regulators and consumers, is seen as  HEALTH

a crucial component of Al oversight AyocAcY

Meaningful transparency is critical; it must be clear, to both regulators and consumers,
when Al is being used by health insurance plans for the purposes of UM and what role the Al
plays in making determinations about coverage for care

Transparency must extend to disclosures about the data used to develop, train, and test the
Al tools (with an emphasis on consent for use and representativeness of the population), and
the extent to which any Al tool can begin to train itself

Existing laws that are used to regulate data should be assessed for their applicability to Al
in utilization management
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The reliance on proprietary technologies obscures HEALTH e

accountability for decisions when harm is done AyocAcY

Transparency is a necessary precursor for any complaint or action taken to enforce
regulation

Regulatory standards must clearly identify which parties are accountable (e.g., health plans,
technology developers, etc.) when Al tools are used in UM decisions that lead to consumer
harm, including discrimination, breeches of privacy, and incorrect adverse determinations

Regular audits, conducted on behalf of state regulatory agencies by parties with
specialization in testing Al technologies, can be an effective way to both understand the
ways Al is used in making UM decisions and hold the plans accountable for its use

= Al tools intended for UM decisions should be built on standards of care that aim to achieve
the highest level of quality, and penalties for non-compliance need to be significant enough
to have influence

= Governance structures that measure and prevent harm to historically marginalized and
minoritized populations must be required



CONSUMER_
Human oversight is important, but is not a panacea HEALTH e

and accessible appeals processes must be prioritized — A2R5450

Robust and accessible appeals processes for coverage denials need to be established and
considered a guaranteed right for all health insurance consumers

Human oversight must be embedded into UM when Al is used and those reviewers must
have the authority and ability to overturn decisions made by the Al without undue
consequences

Al regulation needs to be considered an evolving practice, that relies on collaboration
between regulators, technical experts, industry stakeholders, consumers, and consumer
advocates



CONCLUSIONS



The time to act is now

IR

The rapid expansion of Al tools in health care insurance demands immediate regulatory
attention to protect consumers from potential harm and discrimination, when Al is used in
UM decisions.

While this report outlines some key considerations, it is not exhaustive and instead attempts
to offer a foundation for understanding current Al use cases in UM and highlights the urgent
need for state and industry leaders to examine and regulate these practices.

The importance of acting now cannot be overstated. Without immediate safeguards, the
risks posed by unchecked Al in health insurance processes will only continue to grow.
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REPORT OVERVIEW : ENVIRONMENTAL SCAN SEARCH TERMS
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Environmental scan search terms were grouped into three

main categories

1. Utilization Management

. Use of Al by health plans in UM

. Most common applications of Al in UM
2. Equity and Bias

. How is bias measured and monitored in Al generally? By plans or
regulators specific to Al in UM?

. Status of state regulatory actions — have states implemented self-
assessments or currently monitor for bias?

3. Technical Components

. Are the tools or applications leveraging Al in UM aligned with
intended purpose?

. How are the tools trained, tested, and monitored?

Complete primary and detailed search terms are available in the Appendix.

Search Parameters

* Limited to materials
published in/related to the
US only

« Daterange: 2009 - 2014

» Expected most literature
to be from 2018 - present,
but wanted to be inclusive

« 219 initial results (113
included after secondary
review)
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APPENDIX :

Primary Search Terms
Utilization Management

Application*, or use* of Al in insurance
utilization management practices

Application*, or use* of Al in insurance
utilization management practices by
service line

Equity / Bias

Standards*, or measures*, or
assessments*, to prevent biases in Al
training in health care*, or health
insurance*

Current tests for detecting biases in Al in

health care*, or health insurance*
Technical Components
Al for utilization management in health

care¥*, or health insurance*, intended use*,

or purpose*, or application*

Al for health care*, or health insurance*,

training standards*, or measures¥*, or
practices* at development*, or ongoing

ENVIRONMENTAL SCAN SEARCH TERMS

X*NORC Health

Detailed Search Terms

(“application” OR “use”) AND (“Al”) AND (“HEALTH INSURANCE") (“utilization
management” OR “prior authorization” OR “denials” OR “care management” OR
“managed care” OR “claims analytics”)

(“application” OR “use”) AND (“Al”") AND (“HEALTH INSURANCE") AND (“SERVICE LINE"
OR “CONDITION” OR “DISEASE” OR “HEALTH CONCERN") (“utilization management” OR
“prior authorization” OR “denials” OR “care management” OR “managed care” OR
“claims analytics”)

(“standards” OR “measures” OR “assessments) AND (“prevent” OR “mitigate”) AND
(“biases in Al training” OR “biases in Al development”) AND (“health care” OR “health
insurance”)

(“current” OR “existing” OR “validated”) AND (“tests for detecting biases in Al”) AND
("health care” OR “health insurance”)

(“Al") AND (“utilization management” OR “prior authorization” OR “denials” OR “care
management” OR “managed care” OR “claims analytics”) AND (“health care” OR “health
insurance”) AND (“intended use” OR “intended purpose” OR “intended application”)

(“Al") AND (“health care” OR “health insurance”) AND (“training standards” OR “training
measures” OR “training practices”) AND (“development” OR “ongoing”)
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REPORT OVERVIEW :

INTERVIEW GUIDES
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Each interview had a tailored interview guide, but each conversation
aimed to cover five main questions

1.

How has the use
of Al in UM
evolved in the
past five to ten
years?

How are plans using Al
today? How might that
evolve in the future?

2.

What are the
intended
outcomes for the
use of Al in UM?

When functioning as
intended, what impact
is Al having on cost
and quality of care?

3.

What unintended
outcomes have
we seen that are
the biggest
concern?

What impact does Al in
UM have on historically
marginalized and
minoritized
communities?

4,

How do current
policy or
regulatory
actions address
these concerns?

What state and federal
policies exist today that
can be applied to Al in
UM? Where are the
gaps?

S.

What policy or
regulatory actions
are needed to
prevent consumer
harm?

What should regulators
consider when shaping
potential action to
prevent harm when Al is
used in UM?
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REPORT OVERVIEW : INTERVIEW PARTICIPANTS *NORC Health 36

Key Informant Interview Participants

Perspective High-Level Descriptor

Health Plan Analytics Executive at a Regional Health Plan
Thought Leader Health Policy Professor

Consumer Advocate Attorney for Underserved Patients and Families
Consumer Advocate Leader at a Patient Advocacy Organization*
Regulator Representative from a State Department of Insurance
Technical Expert Algorithmic Design and Measurement Consultant
Provider Representatives from a Trade Group for Physicians

*The second consumer advocate provided written responses to the structured interview questions.



APPENDIX : EXAMPLES OF Al IN UM *NORC Health

Example 1: Administrative-Only Al in UM

—9 = = @
= &5 E E
Prior authorization Al technology scans The relevant information
request is relevant documents and is submitted to the nurse
submitted data to pull forward the reviewer for their
information relevant to the determination

case
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Example 2: Decision-Making Al in UM

Using pre-programmed
criteria, the Al makes a

— determination to approve
= coverage for the
el

v

e

requested care
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Prior authorization Al technology scans If the pre-programmed
request is relevant documents and criteria is not met, the
submitted data to compile and case is pushed to a nurse
examine the information reviewer for a

relevant to the case determination



APPENDIX : EXAMPLES OF Al IN UM *NORC Health

Example 3: Al Learning Model for UM

Data on the final determinations made by
nurse reviewers are fed back into the model

Escalated cases are @ | @

pushed to a nurse
reviewer for a
determination
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A
Prior authorization Al technology scans Using pre-programmed
request is relevant documents and criteria, the Al makes a
submitted data to compile and determination to approve,
examine the information deny, or escalate requests

relevant to the case
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